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a b s t r a c t

Beam-column joints are immensely complicated areas of reinforced concrete constructions. The strength-
ening of such components can have a significant impact on the earthquake resistant constructions
because the rapid collapse of a building could occur if these beam-column joints fail. Recently, designing
of reinforced concrete beam-column joints to resist earthquake load becomes more important using duc-
tile design and high strength material. The fibers addition in a concrete directs to an improvement in
cracking resistant, ductility, deformation and energy absorption capacity. However, there are currently
many distinct types of fibres with various materials and geometric features are used in fiber reinforced
concrete to improve the above said properties. The use of basalt fibre, an alternative material made from
natural sources that comes from volcanic rock, is the main topic of this essay. The beam-column junction
was used to assess the structural behaviour parameters for basalt fibre reinforced concrete, including
load–deflection behaviour, ductility, stiffness value, energy absorption capacity, and energy index.
From this work, it shows that the natural based basalt fiber shows excellent structural behavior when
compared to control concrete. Basalt Fiber Reinforced Concrete (BFRC) has the potential for widespread
application in the construction of concrete structures as well as in earthquake-prone regions.
Copyright � 2023 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the Advances in Construc-
tion Materials and Management.

1. Introduction

High energy absorbing materials that will reduce the risks are
constantly required for constructions that are vulnerable to seismic
loads [3,8]. Although fibres have a negligible impact on pre-
cracking behaviour, their effectiveness is seen once the fragile con-
crete matrix has fractured [4,13]. Fibers that span cracks during the
post-cracking stage significantly increase the composite’s ductility
and energy absorption capacity [6,23]. Many research initiatives
are in the recent and earlier period have emphasis on utilizing steel
fibres to improve the structural performance under seismic loads
[5,12]. Even a slight improvement in the material’s characteristics,
given how much concrete is used now, will have a big technologi-
cal and economical impact [1,15]. Fibers enhance the joint dimen-
sional stability and integrity [19,24]. ‘‘The load carrying capacity of
the beam column joint increased as the fibre content increased
[2,22]. The dynamic damage is controlled by fiber reinforcement

under repeated impact [9,25]. This paper highlights the contribu-
tion of usage of natural based fiber will increase the structural
behavior of member and also longetivity of structures when com-
pared to synthetic fibers used in concrete.

1.1. Basalt fiber

Basalts are igneous rocks with finer particles and a dark
coloured. The lava flows quickly cool and harden, resulting in
basalt rock [7,6]. There are certain intrusive basalts, which have
cooled inside the Earth’s interior, despite the fact that the majority
of basalts are extrusive rocks that cooled at the Earth’s crust
[11,20,27]. Basalt rock is quickly drawn into a continuous fibre
after melting at a high temperature (1450 �C). It is commonly
known as Basalt roving or Continuous filament fiber [10,17]. If this
continuous length is chopped into various lengths, it is said as
Basalt Chopped strands Fiber (BCF) shown in Fig. 1. It might be
brown, gold, or grey in colour. A type of inorganic fibre is basalt
fibre [16,21]. It is very strong, has great fiber/resin adhesion, and
is simple to manufacture using standard methods [14,18].
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2. Materials and methods

2.1. Materials

2.1.1. Cement
In accordance with IS: 12269–1987, ‘Ordinary Portland Cement’

of grade 53 was utilised. The cement has a 3.15 specific gravity. The
method outlined in Indian Standards IS: 4031–1988 was used to
test the cement.

2.1.2. Fine Aggregate
Sand that retained on a 600 sieve after passing through a

4.75 mm screen was utilised as fine aggregate in tests conducted
in accordance with IS: 2386 – 1963. Sand used has a fineness mod-
ulus 2.96 and a specific gravity 2.70. River sand complies with IS:
383–1970 grading zone III.

2.1.3. Coarse Aggregate
The coarse aggregates used were crushed blue granite with ‘‘av-

erage and cubic” shaped particles. According to IS: 2386–1963, the
coarse aggregates were tested. In accordance with IS: 383–1970,
coarse aggregate with a 20 mm size and specific gravity 2.70 was
employed.

2.1.4. Water
The laboratory’s potable tap water, which complies with IS:

456–2000, was used to mix and cure the specimens.

2.1.5. Basalt fiber
The natural based Basalt chopped strands fiber was used. Basalt

chopped strands fiber which was purchased from Kamenny Vek
industries, Russia used for this work. Table 1 displays the specifica-
tions of basalt fibre as provided by the manufacturer.

2.1.6. Superplasticize
In accordance with ‘IS 9103–1999, BS: 5075 part 3, and ASTM C-

4940, superplasticizer based on sulphonated naphthalene polymers
has been used.

2.2. Mix proportions

The mix were designed by using IS 10262–2009method. Table 2
details the proportions of the mix used.

In this work, percentage of addition of Basalt fiber in concrete
by weight was 0%, 0.05%, 0.1%, 0.15%, 0.20%, 0.25%, 0.30%, 0.35%,
0.40%, 0.45% and 0.50% and it is indicated as ‘‘B0, B1, B2, B3, B4, B5,
B6, B7, B8 B9 & B10” respectively.

2.3. Casting of specimen

2.3.1. Casting of cube specimens for compressive strength
In order to evaluate the compressive strengths of the control

mix and basalt fibre reinforced concrete (BFRC), as well as to iden-
tify the proper percentage of basalt fibre addition to the concrete, a
cube size 150 mm X 150 mm X 150 mm was prepared. For three
sets of specimens with various fibre contents in concrete, moulds
were cast. Three equal layers of freshly mixed concrete were
poured into steel moulds, and each layer was gently crushed. They
were cured in water for 28 days after being removed from the
mould. The concreting of cubes was shown in Fig. 2.

2.3.2. Casting of beam – Column joint specimen for structural
behaviour evaluation

For this investigation the exterior beam-column joint were pre-
ferred. One-fourth scale beam column joint was cast. The beam-
column joint mould were fabricated by the plywood sheets in col-
umn size 110 mm � 200 mm � 785 mm and beam size
110 mm � 185 mm � 610 mm. Limit state method of design using
IS 456:2000 was adopted for the design and detailed as per IS
13920:1993 codal provision. The detailing and casting of beam -
column joint is shown in Figs. 3 & 4.

2.4. Testing Methodology:

2.4.1. Compressive strength evaluation
The key objective of determining the compressive strength of

the concrete was to determine the optimal percentage of fibre
addition. Fig. 5 depicts the results of cube specimens tested for var-
ious ages. Every specimen was examined in a saturated, dry envi-
ronment. In each of the mixtures, three identical samples were
evaluated.

2.4.2. Experimental test setup for beam - column joint specimen
The specimens of beam-column joints were evaluated in a 100 T

loading frame. The experimental test arrangements was shown in
Fig. 6.

In beam-column joint test setup, the axial load of 0.1fck applied
on the top of column and cyclic load was applied at a distance of
100 mm from the beam end. The specimen placed in vertical posi-
tion and load is applied on beam in downward and upward direc-
tion. Hydraulic jack were used for applying load at the end of the
beam. A screw jack was used to apply the axial load on the column.
For cyclic loading, observations were taken at load interval of 5 kN
up to one load cycle of 10 kN in the each load cycle in both forward
and reverse cycle loading simultaneously. The dial gauge was used
to measure the deflection at opposite to the loading position. At
each load cycle the load, deflection and crack pattern were
recorded.

Fig. 1. Basalt fiber.

Table 1
Basalt Fiber Specification.

Property Values

Diameter 0.016 mm
Cut Length 12.mm
Aspect Ratio 794
Tensile Strength 4150 Mpa
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3. Results and discussion

3.1. Compressive strength of cube specimens

All plain concrete and basalt fibre reinforced concrete (BFRC)
cubes were tested to determine compressive strength of concrete

at 7, 14, 28, and 56 days, as illustrated in Fig. 7. The maximum
compressive strength was obtained in B5 mix with addition of
0.25% of fiber due to optimum dispersion of fiber content. The
addition of fiber content above 0.30 % in concrete mix the compres-
sive strength falls down due to over dispersion of fiber in concrete.
When the mechanical properties of basalt fibre reinforced concrete
were evaluated, the B5 specimen with 0.25% basalt fibre showed
the highest strength when compared to all other concrete
combinations.

3.2. Test results of beam – Column joint specimen

‘‘For the study of structural behavior of beam - column joint,
mixes such as B2, B4, B5, B6 and B10 were randomly selected with
control specimen C0”.

3.2.1. Crack Development:
The first crack was observed in control specimen C0 at a load

level of 15 kN. The first fracture was created at loads of 15 kN,
16 kN, 22 kN, 18 kN, and 15 kN for specimens B2, B4, B5, B6, and
B10, with basalt fibre additions of 0.10%, 0.20%, 0.25%, 0.30%, and
0.50% by volume of concrete, respectively. Cracks were observed
on some of the beam as the load level was raised. The hair line
cracks were developed initially when the load level increasing
there is a development of cracks till the ultimate load was
obtained. Fig. 8 depicts the crack pattern of various beam column
junction specimens.

3.2.2. Load deflection behavior
The load deflection behavior for the Beam Column joint speci-

men C0, B2,B4, B5, B6 and B10 are shown in Figs. 9 to 14. An
increase in the fiber dosage level of basalt fiber increases the max-
imum load carrying capacity and deflection. The ultimate load car-
rying capacity of 32 kN, 35 kN, 40 kN, 35 kN and 30 kN are shown
for the specimen B2, B4, B5, B6 and B10, respectively. For control
specimen C0, the first crack was witnessed at the bottom of the
beam at a load of 15 kN and ultimate load of 30 kN with a deflec-
tion of 8.26 mm and 7.54 mm in forward and reverse load cycle
were noted. At load level of 15 kN, the crack was initially origi-
nated for the beam column joint specimen B2 and the specimen
gradually tends to carry load, when the load level reaches 32 kN
the ultimate load were reached and corresponding deflection
recorded as 8.8 mm and 9.17 mm in forward and reverse load
cycle. For the specimen B4, the first crack was witnessed on the
beam at a load of 16 kN and ultimate load at 35 kN with a deflec-
tion of 8.36 mm and 9.21 mm in forward and reverse load cycle
was noted. The first cracking load was observed as 22 kN and the
ultimate load of 40 kN was recorded for B5 specimen and respec-
tive deflection is measured as 8.98 mm and 9.01 mm in forward

Table 2
Material requirement for 1 m3 of concrete (Kg/m3).

Grade Cement FA CA Water

M30 426 838 1105 136

Fig. 2. Concreting of Cubes.

Fig. 3. Reinforcement Detailing of Beam - Column Joint specimen.

Fig. 4. Casting of Beam - Column Joint Specimen.

Fig. 5. Test setup of Cube Compressive Strength.
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and reverse load cycle. The specimen B6 withstands for the load of
35 kN its deflection is observed as 7.94 mm and 8.12 mm in for-
ward and reverse load cycle, respectively. For the specimen B10,
the first crack was witnessed at the bottom of the beam at a load
of 15 kN and ultimate load at 30 kN with a deflection of
7.87 mm and 8.12 mm in forward and reverse load cycle.

3.2.3. Cumulative energy absorption capacity
‘‘The energy absorption capacities were calculated as the area

under the loops from the load deflection curve and the increasing
energy absorption capacity was determined by the adding the

energy absorption capacity of the joint during each cycle consid-
ered and values are presented in the Figs. 15 and 16”. The cumula-
tive energy absorption for forward cycle is about 116.73 kN mm
and for the reverse cycle is 105.9 kN mm for control specimen
C0. For the addition of fiber by 0.10% basalt fiber shows the cumu-
lative energy absorption about 195.25 kN mm for forward cycle
and for the reverse cycle it was about 186.28 kNmm. The specimen

Fig. 6. Experimental Test Setup of Beam-Column Joint Specimen.

Fig. 7. Cube Compressive Strength of Control and Basalt Fiber Reinforced Concrete
at the age of 7, 14, 28 and 56 Days.

Fig. 8. Crack Pattern of Control and Basalt Fiber Reinforced Concrete Beam-Column
Joint Specimens.

Fig. 9. Load - Deflection Curve for C0 Specimen.

Fig. 10. Load - Deflection Curve for B2 Specimen.
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B4 with the fiber addition of 0.20% of basalt fiber shows the energy
absorption about 228.21 kN mm in forward cycle and in the
reverse cycle is 239.80 kN mm. The cumulative energy absorption
capacity is observed as248.35 kN mm for forward cycle and 301.43
kN mm for reverse cycle in B5 specimen with the basalt fiber addi-
tion of 0.40% by volume of concrete. The energy absorption capac-
ity slightly decreases down for B6 and B10 specimen when

compared to the control specimen C0. The energy absorption
capacity was obtained as 190.87 kN mm and 83.65 kN mm for for-
ward cycle whereas for reverse cycle it was 202.74 kN mm and
73.15 kN mm. The specimen B5 with 0.25% of basalt fiber shows
the maximum energy absorption capacity compared to all other
mixtures

3.2.4. Ductility behaviour
‘‘Ductility of a structure is its ability to undergo deformation

beyond the initial yield deformation, while still sustaining load.
In this investigation ductility factor is defined as the ratio of max-
imum deflection to the yield deflection”. Cumulative ductility
behavior for BFRC beam-column joint is shown in Figs. 17 and
18. Cumulative ductility behavior for BFRC beam-column joint is
shown in Figures 6.26 and 6.27. The ductility value for the control
specimen is found as 4.47 in forward cycle and 4.15 in reverse
cycle loading, respectively. For the fiber addition of 0.10% basalt
fiber shows the ductility value of 6.3 and 4.3 was obtained on
the B2 mix for forward and reverse cyclic loading, respectively,
by the fiber addition of 0.20% of basalt fiber by volume concrete
it obtains ductility value of 6.46 in forward cycle and 6.31 in
reverse cycle. The addition of 0.25% basalt fiber B5 specimen
increases the ductility value of 8.14 in forward cycle and 7.46 in
reverse cycle. For B6 mix with 0.30% basalt fiber, the ductility value
is marginally same as control mix. For B10 specimen with 0.50%
basalt fiber addition decreases the ductility value when compared

Fig. 11. Load - Deflection Curve for B4 Specimen.

Fig. 12. Load - Deflection Curve for B5 Specimen.

Fig. 13. Load - Deflection Curve for B6 Specimen.

Fig. 14. Load - Deflection Curve for B10 Specimen.

Fig. 15. Energy Absorption Capacity of Control and BFRC Beam - Column Joint (For
Forward Load Cycle).

G. Dineshkumar and T. Palanisamy Materials Today: Proceedings xxx (xxxx) xxx

5



to control mix due to over dispersion of the fiber. The addition of
0.25% basalt fiber B5 specimen increases the ductility value.

3.2.5. Stiffness
‘‘Stiffness is defined as the load required to causing unit deflec-

tion of the beam-column joint”. Figs. 19-20 show the stiffness for

control specimen and the BFRC specimen. The stiffness value for
the C0 mix at ultimate load is noted as 6.57 kN/mm for forward
cycle and 4.26 kN/mm for reverse cycle. Whereas for the B2 mix
the stiffness is found as 3.55 kN/mm for forward cycle and 2.11
kN/mm for reverse cycle in the addition of 0.10% Basalt Fiber by
volume of concrete. By the addition of 0.20% of Basalt fiber gives
the stiffness of 2.44 kN/mm and 1.77 kN/mm for forward and
reverse cycle load, respectively, at an ultimate load level of 35
kN. There is stiffness degradation in the increase of load level to
the specimen. For the ultimate load level of 40 kN the stiffness
value showed as 1.23 kN/mm and 1.5 kN/mm for forward and
reverse cycle at the B5 mix with the addition of 0.25% of basalt
fiber by the volume of the concrete. Where B6 and B10 mix the
stiffness value shows decrease on the ultimate load level. Stiffness
degradation was noted when the load level increases. It is noted
that, there is stiffness degradation in the increase of load level to
the specimen.

4. Conclusions

By the experimental investigation, it was noted that B5 speci-
men in Basalt Fiber Reinforced Concrete shown the better perfor-
mance characteristics compared to all other mixtures. The first
crack load of B5 specimen with 0.25% of basalt fiber shows the
1.46 times more than of control specimen C0. The addition of

Fig. 16. Energy Absorption Capacity of Control and BFRC Beam - Column Joint (For
Reverse Load Cycle).

Fig. 17. Ductility Factor of Control and BFRC Beam - Column Joint.

Fig. 18. Ductility Factor of Control and BFRC Beam - Column.

Fig. 19. Stiffness value of Control and BFRC Beam- Column Joint (For Forward Load
Cycle).

Fig. 20. Stiffness value of Control and BFRC Beam- Column Joint (For Reverse Load
Cycle).
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0.25% basalt fiber in concrete develops load carrying capacity about
1.33 times, compared control specimen C0.The cumulative energy
absorption capacity for Basalt fiber reinforced concrete specimen
B5 shows 2.22 times more than the control specimen in forward
cycle and 2.80 times in reverse cycle at ultimate load level with
0.25% of fiber addition by volume of concrete. The ductility of B5
specimen with 0.25% basalt fiber shows the ductility value
increases about 1.82 and 1.79 times in forward cycle and reverse
cycle at ultimate load level when compared to control specimen
C0. The stiffness value of Basalt Fiber Reinforced Concrete beam
column joint shows the stiffness degradation when the load level
increases. By the comparison of results, it is derived that the natu-
ral based basalt fiber has properties more than that of controlled
concrete, which is due to better crack bridging mechanism and
energy absorption capacity. Due to its overwhelming properties,
the basalt fiber may be used in the earthquake prone areas to pre-
vent the damage in the structures and increase the longevity of the
structures. The addition of 0.25% basalt fiber by volume of concrete
shows noticeable development in strength characteristics and
structural behavior when compared to the control concrete.
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Abstract: The purpose of this study was to evaluate the quality of customer service provided 

by Bank of Baroda in Hyderabad.There is intense competition in consumer marketing 

companies and banks are not an exception. It is critical for service companies in general, and 

banks in particular, to focus on and effectively meet the needs of their customers. Customer 

satisfaction is a marketing term that refers to how well a company's products and services 

meet or exceed customer expectations. "The number of customers or percentage of total 

customers, whose reported experience with a firm, its products, or its services (ratings) 

exceeds specified satisfaction goals" is how customer satisfaction is defined.To measure the 

present Customer satisfaction level among the customers of the Bank of Baroda based on 

their region, the statistical tool chi square test was used. This study as well focuses on the 

three services of banks i.e., ATM services, mobile banking and internet bankingto their 

customer satisfaction. This study is restricted to Hyderabad city only. The set of 

questionnaires were prepared and distributed to customers of the banks with Customer 

satisfaction levels with key determinants. The results of this analysis show that banks do 

indeed provide good services to their customers, and that they are satisfied with them. There 

are a few more service parameters that banks must follow in order to keep their customers. 

Keywords: Bank of Baroda, Customers, Services and Satisfaction levels 

 

1. Introduction 

 
Banks are providing a client-based service in India and good customer service is the key to 

bank growth and stability. Banks need to work together to provide more efficient services 

that leverage technological capability and, at the same time, cost-effectiveness. The retention 

of customers is a critical factor for the banks. In the banking industry, customer service is a 
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key and broad concept. Banks are essentially service-oriented companies, with the majority 

of their activities involving service components. Although they sell banking and finance 

products, their products often have slight tangible product variation, which highlights the 

characteristics of the bank and thus facilitates the retention of customers. Banking sector 

reforms have provided significant improvement in the efficacy of services and the extensive 

utilization of technology in the banking sector. Customers can access a wide variety of 

utilities and therefore, it provides an excellent opportunity for the banks to provide efficient 

services and to retain customer’s loyalty. An effort is made to cross-examine whether the 

customers from the three regions, i.e., Urban, Semi-urban and Rural display similar 

perceptions about availing of various utilities provided by Bank of Baroda. 

 

2. Literature Review 

 
Brahmbhatt, M. (2021),according to Parasuraman et al., bank customers' expectations are 

higher than their perceptions (1988). This disparity varies by banking sector. The dimensions 

of tangibility, assurance, empathy, reliability, responsiveness, and convenience are the 

explanatory variables for predicting customer satisfaction in Gujarat, according to factor 

analysis. 

Kumar, T. S., &Vinothini, V. (2020),based on their findings, the banks are indeed providing 

good services to their customers, and the customers are satisfied. There are a few more 

service parameters that banks must follow in order to keep their customers. 

Komulainen, H., &Saraniemi, S. (2019),by identifying customer experience and related 

value in a new mobile banking service, they demonstrate the importance of customer 

centricity in the mobile banking context. The study adds value to the process, the use 

situation, and the outcome, and it identifies temporality as influencing and connecting all of 

these factors. The study identifies a number of factors that help us understand what makes 

mobile banking services valuable to customers. 
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3. Objectives of the Study 

 
1. To analyse the customers satisfaction levels towards utilization of services of Bank of 

Baroda 

2. To give suitable suggestion to the customers and bank authorities. 

 
4. Hypothesis of the Study 

 
1. The three regions differ in using ATM services for cash withdrawals. 

2. Customers from the three regions significantly differ in terms of usage of online 

banking services provided by Bank of Baroda. 

3. The customers from the three regions are significantly different in terms of mobile 

banking services. 

 

5. Research Methodology 

 
Sample size:Total 300 customers are selected for the study from equal distribution in regions 

i.e., rural, semi-urban & urban. 

 

Sample technique: Convenience sample technique was used to select the sample because of 

data collected from the customers according to their Convenience time. 

 

Source of data: The study based on primary data. Through structure questionnaire data was 

collected from Bank of Baroda customers in Hyderabad region only. 

 

Statistical tool: Chi square test was used to analyse the framed hypothesis to check whether 

the stated hypothesis are accepted or not. 

 

6. Data Analysis 

 
The satisfaction levels of Bank of Baroda customers towards their utilization of services i.e., 

ATM services, Mobile banking & Internet banking was analysed with the help of chi square 

test to check whether stated hypothesis are accept or not given below, 
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Table – 6.1 Satisfaction levels of the Customers towards utilities provided 
 

 
Sl. No. 

Region-wise 

classification of bank 

customers 

Perception of the customers  
Total 

Yes No 

ATM services 

1 Urban 92 08 100 

2 Semi-Urban 88 12 100 

3 Rural 72 28 100 

Chi-square Calculated value = 16.7 

Tabular value = 5.99 

Degrees of freedom=2 

Results= Reject H0 

Online banking services 

1 Urban 68 32 100 

2 Semi-Urban 54 46 100 

3 Rural 24 76 100 

Chi-square Calculated value = 40.2 

Tabular value = 5.99 

Degrees of freedom=2 

Results= Reject H0 

Mobile banking/m-commerce 

1 Urban 64 36 100 

2 Semi-urban 48 52 100 

3 Rural 28 72 100 

Chi-square Calculated value = 26.1 

Tabular value = 5.99 

Degrees of freedom=2 

Results= Reject H0 

Source: Calculated from primary data 

 

Table 6.1 shows the perception of bank customers towards utilities provided by Bank of 

Baroda. From the analysis of the results, it was observed that 92% of the urban customers, 

88% of the Semi-urban and 72% of the rural customers have been using ATM services of 

Bank of Baroda for cash withdrawal. The comparison of results also shows that urban 
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customers are far ahead of rural customers utilizing ATM services. The results of the Chi- 

square test reveal that the calculated value is above the value of the table, and therefore the 

null hypothesis is refused. It is concluded from the results that customers from the three 

regions differ in using ATM services for cash withdrawals. 

 

Concerning Online banking services for online transfers, online purchases and online inquiry 

of deposits and withdrawal statuses, it is observed that 68% of the urban customers, 54% of 

the Semi-urban customers and 24% of the rural customers have opined that they are using the 

online banking services provided by Bank of Baroda. It shows that there is significantly less 

utilization of the online banking services of rural customers. Chi-calculated Square’s value 

showing a considerably greater value of the table value indicates rejection of the null 

hypothesis. Therefore, it is proven that the customers from the three regions significantly 

differ in terms of usage of online banking services provided by Bank of Baroda. About 

mobile banking services, 64% of the urban customers, 48% of the Semi-urban customers and 

28% of the rural customers have opined that they are using the services provided by Bank of 

Baroda. 

 

The results prove that rural customers using mobile banking services are less in number. It 

might be due to the non-availability of a net facility in mobiles in rural areas and affordability 

to purchase Smartphone could have influenced them to not avail mobile banking services. 

 

Further, the chi-square calculated values, i.e., 16.7, 40.2 26.1 respectively,are higher than the 

critical value, i.e., 5.99 at 2 degrees of freedom, hence it can be concluded that the customers 

from the three regions significantly differ when it comes to the use of ATM services, online 

banking &mobile banking services. 
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Are you using ATM services 
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Are you using Online Banking services 
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Graph -6.1 Satisfaction levels of the Customers towards ATM Services 
 
 

Source: Calculated from primary data 

 

 

 

 
Graph -6.2 Satisfaction levels of the Customers towards Online Banking Services 

 
 

Source: Calculated from primary data 
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Are you using Mobile Banking/M-Commerce Services 
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Graph -6.3 Satisfaction levels of the Customers towards Mobile Banking/M-Commerce 

Services 

 

Source: Calculated from primary data 

 
Graph 6.1, 6.2 & 6.3 shows the perception of bank customers towards utilities provided by 

Bank of Baroda. From the analysis of the results, it was observed that 92% of the urban 

customers, 88% of the Semi-urban and 72% of the rural customers have been using ATM 

services of Bank of Baroda for cash withdrawal. The comparison of results also shows that 

urban customers are far ahead of rural customers utilizing ATM services. From the table 6.1, 

the results of the Chi-square test reveal that the calculated value is above the value of the 

table, and therefore the null hypothesis is refused. It is concluded from the results that 

customers from the three regions differ in using ATM services for cash withdrawals. 

 

Concerning Online banking services for online transfers, online purchases and online inquiry 

of deposits and withdrawal statuses, it is observed that 68% of the urban customers, 54% of 

the Semi-urban customers and 24% of the rural customers have opined that they are using the 

online banking services provided by Bank of Baroda. From the table 6.1, it shows that there 

is significantly less utilization of the online banking services of rural customers. Chi- 

calculated Square’s value showing a considerably greater value of the table value, indicates 

rejection of the null hypothesis. Therefore, it is proven that the customers from the three 

regions significantly differ in terms of usage of online banking services provided by Bank of 

Baroda. About mobile banking services, 64% of the urban customers, 48% of the Semi-urban 



JOURNAL OF MANAGEMENT & ENTREPRENEURSHIP  

ISSN : 2229-5348  

UGC Care Group 1 Journal 

Vol. 16, No.1S (X), April-June 2022   131 
 

customers and 28% of the rural customers have opined that they are using the services 

provided by Bank of Baroda. 

 

From the table 6.1, the results prove that rural customers using mobile banking services are 

less in number. It might be due to the non-availability of a net facility in mobiles in rural 

areas and affordability to purchase Smartphone could have influenced them to not avail 

mobile banking services. 

 

7. Conclusion 

 
Overall, it can be concluded that urban customers are far ahead of Semi-urban and rural 

customers in terms of usage of various facilities. There is clear evidence that the rural 

customers of Bank of Baroda have not been availing of the utilities provided by Bank of 

Baroda. All stated hypothesis are saying that the customers from different regions are having 

different satisfaction levels. The Bank of Baroda should concentrate on the region wise to 

establish ATM services, mobile banking services in the rural areas are still not up to mark. So 

while in the usage of internet banking most of the customers are don’t know how to use 

internet banking. Bank has to improve their services in all three regions effectively for 

customers, which improves operational performance of Bank such as collecting more 

deposits and offering more loan and advances to customers. 

 

8. Suggestions 

1. The bank authorities should establish ATM services according to the population wise 

in the different regional areas. 

2. The authorities should bring changes in the mobile banking app like user friendly and 

customised options for services etc. 

3. In the Internet banking the banks makes certain security on the usage of services in 

the third parties cites. 

4. Bank customer’s satisfaction levels are changing day to day usage of services, so 

banks should change according to the satisfaction levels. 

5. Banks are providing several services to their customer’s like investment services, and 

personalized banking services. Customers should utilize services from the banks to 

fulfill their future goals. 
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Abstract: The purpose of this study was to evaluate the quality of customer service provided 

by Bank of Baroda in Hyderabad.There is intense competition in consumer marketing 

companies and banks are not an exception. It is critical for service companies in general, and 

banks in particular, to focus on and effectively meet the needs of their customers. Customer 

satisfaction is a marketing term that refers to how well a company's products and services 

meet or exceed customer expectations. "The number of customers or percentage of total 

customers, whose reported experience with a firm, its products, or its services (ratings) 

exceeds specified satisfaction goals" is how customer satisfaction is defined.To measure the 

present Customer satisfaction level among the customers of the Bank of Baroda based on 

their region, the statistical tool chi square test was used. This study as well focuses on the 

three services of banks i.e., ATM services, mobile banking and internet bankingto their 

customer satisfaction. This study is restricted to Hyderabad city only. The set of 

questionnaires were prepared and distributed to customers of the banks with Customer 

satisfaction levels with key determinants. The results of this analysis show that banks do 

indeed provide good services to their customers, and that they are satisfied with them. There 

are a few more service parameters that banks must follow in order to keep their customers. 

Keywords: Bank of Baroda, Customers, Services and Satisfaction levels 

 

1. Introduction 

 
Banks are providing a client-based service in India and good customer service is the key to 

bank growth and stability. Banks need to work together to provide more efficient services 

that leverage technological capability and, at the same time, cost-effectiveness. The retention 

of customers is a critical factor for the banks. In the banking industry, customer service is a 
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key and broad concept. Banks are essentially service-oriented companies, with the majority 

of their activities involving service components. Although they sell banking and finance 

products, their products often have slight tangible product variation, which highlights the 

characteristics of the bank and thus facilitates the retention of customers. Banking sector 

reforms have provided significant improvement in the efficacy of services and the extensive 

utilization of technology in the banking sector. Customers can access a wide variety of 

utilities and therefore, it provides an excellent opportunity for the banks to provide efficient 

services and to retain customer’s loyalty. An effort is made to cross-examine whether the 

customers from the three regions, i.e., Urban, Semi-urban and Rural display similar 

perceptions about availing of various utilities provided by Bank of Baroda. 

 

2. Literature Review 

 
Brahmbhatt, M. (2021),according to Parasuraman et al., bank customers' expectations are 

higher than their perceptions (1988). This disparity varies by banking sector. The dimensions 

of tangibility, assurance, empathy, reliability, responsiveness, and convenience are the 

explanatory variables for predicting customer satisfaction in Gujarat, according to factor 

analysis. 

Kumar, T. S., &Vinothini, V. (2020),based on their findings, the banks are indeed providing 

good services to their customers, and the customers are satisfied. There are a few more 

service parameters that banks must follow in order to keep their customers. 

Komulainen, H., &Saraniemi, S. (2019),by identifying customer experience and related 

value in a new mobile banking service, they demonstrate the importance of customer 

centricity in the mobile banking context. The study adds value to the process, the use 

situation, and the outcome, and it identifies temporality as influencing and connecting all of 

these factors. The study identifies a number of factors that help us understand what makes 

mobile banking services valuable to customers. 
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3. Objectives of the Study 

 
1. To analyse the customers satisfaction levels towards utilization of services of Bank of 

Baroda 

2. To give suitable suggestion to the customers and bank authorities. 

 
4. Hypothesis of the Study 

 
1. The three regions differ in using ATM services for cash withdrawals. 

2. Customers from the three regions significantly differ in terms of usage of online 

banking services provided by Bank of Baroda. 

3. The customers from the three regions are significantly different in terms of mobile 

banking services. 

 

5. Research Methodology 

 
Sample size:Total 300 customers are selected for the study from equal distribution in regions 

i.e., rural, semi-urban & urban. 

 

Sample technique: Convenience sample technique was used to select the sample because of 

data collected from the customers according to their Convenience time. 

 

Source of data: The study based on primary data. Through structure questionnaire data was 

collected from Bank of Baroda customers in Hyderabad region only. 

 

Statistical tool: Chi square test was used to analyse the framed hypothesis to check whether 

the stated hypothesis are accepted or not. 

 

6. Data Analysis 

 
The satisfaction levels of Bank of Baroda customers towards their utilization of services i.e., 

ATM services, Mobile banking & Internet banking was analysed with the help of chi square 

test to check whether stated hypothesis are accept or not given below, 
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Table – 6.1 Satisfaction levels of the Customers towards utilities provided 
 

 
Sl. No. 

Region-wise 

classification of bank 

customers 

Perception of the customers  
Total 

Yes No 

ATM services 

1 Urban 92 08 100 

2 Semi-Urban 88 12 100 

3 Rural 72 28 100 

Chi-square Calculated value = 16.7 

Tabular value = 5.99 

Degrees of freedom=2 

Results= Reject H0 

Online banking services 

1 Urban 68 32 100 

2 Semi-Urban 54 46 100 

3 Rural 24 76 100 

Chi-square Calculated value = 40.2 

Tabular value = 5.99 

Degrees of freedom=2 

Results= Reject H0 

Mobile banking/m-commerce 

1 Urban 64 36 100 

2 Semi-urban 48 52 100 

3 Rural 28 72 100 

Chi-square Calculated value = 26.1 

Tabular value = 5.99 

Degrees of freedom=2 

Results= Reject H0 

Source: Calculated from primary data 

 

Table 6.1 shows the perception of bank customers towards utilities provided by Bank of 

Baroda. From the analysis of the results, it was observed that 92% of the urban customers, 

88% of the Semi-urban and 72% of the rural customers have been using ATM services of 

Bank of Baroda for cash withdrawal. The comparison of results also shows that urban 
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customers are far ahead of rural customers utilizing ATM services. The results of the Chi- 

square test reveal that the calculated value is above the value of the table, and therefore the 

null hypothesis is refused. It is concluded from the results that customers from the three 

regions differ in using ATM services for cash withdrawals. 

 

Concerning Online banking services for online transfers, online purchases and online inquiry 

of deposits and withdrawal statuses, it is observed that 68% of the urban customers, 54% of 

the Semi-urban customers and 24% of the rural customers have opined that they are using the 

online banking services provided by Bank of Baroda. It shows that there is significantly less 

utilization of the online banking services of rural customers. Chi-calculated Square’s value 

showing a considerably greater value of the table value indicates rejection of the null 

hypothesis. Therefore, it is proven that the customers from the three regions significantly 

differ in terms of usage of online banking services provided by Bank of Baroda. About 

mobile banking services, 64% of the urban customers, 48% of the Semi-urban customers and 

28% of the rural customers have opined that they are using the services provided by Bank of 

Baroda. 

 

The results prove that rural customers using mobile banking services are less in number. It 

might be due to the non-availability of a net facility in mobiles in rural areas and affordability 

to purchase Smartphone could have influenced them to not avail mobile banking services. 

 

Further, the chi-square calculated values, i.e., 16.7, 40.2 26.1 respectively,are higher than the 

critical value, i.e., 5.99 at 2 degrees of freedom, hence it can be concluded that the customers 

from the three regions significantly differ when it comes to the use of ATM services, online 

banking &mobile banking services. 
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Are you using ATM services 
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Graph -6.1 Satisfaction levels of the Customers towards ATM Services 
 
 

Source: Calculated from primary data 

 

 

 

 
Graph -6.2 Satisfaction levels of the Customers towards Online Banking Services 

 
 

Source: Calculated from primary data 
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Are you using Mobile Banking/M-Commerce Services 
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Graph -6.3 Satisfaction levels of the Customers towards Mobile Banking/M-Commerce 

Services 

 

Source: Calculated from primary data 

 
Graph 6.1, 6.2 & 6.3 shows the perception of bank customers towards utilities provided by 

Bank of Baroda. From the analysis of the results, it was observed that 92% of the urban 

customers, 88% of the Semi-urban and 72% of the rural customers have been using ATM 

services of Bank of Baroda for cash withdrawal. The comparison of results also shows that 

urban customers are far ahead of rural customers utilizing ATM services. From the table 6.1, 

the results of the Chi-square test reveal that the calculated value is above the value of the 

table, and therefore the null hypothesis is refused. It is concluded from the results that 

customers from the three regions differ in using ATM services for cash withdrawals. 

 

Concerning Online banking services for online transfers, online purchases and online inquiry 

of deposits and withdrawal statuses, it is observed that 68% of the urban customers, 54% of 

the Semi-urban customers and 24% of the rural customers have opined that they are using the 

online banking services provided by Bank of Baroda. From the table 6.1, it shows that there 

is significantly less utilization of the online banking services of rural customers. Chi- 

calculated Square’s value showing a considerably greater value of the table value, indicates 

rejection of the null hypothesis. Therefore, it is proven that the customers from the three 

regions significantly differ in terms of usage of online banking services provided by Bank of 

Baroda. About mobile banking services, 64% of the urban customers, 48% of the Semi-urban 
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customers and 28% of the rural customers have opined that they are using the services 

provided by Bank of Baroda. 

 

From the table 6.1, the results prove that rural customers using mobile banking services are 

less in number. It might be due to the non-availability of a net facility in mobiles in rural 

areas and affordability to purchase Smartphone could have influenced them to not avail 

mobile banking services. 

 

7. Conclusion 

 
Overall, it can be concluded that urban customers are far ahead of Semi-urban and rural 

customers in terms of usage of various facilities. There is clear evidence that the rural 

customers of Bank of Baroda have not been availing of the utilities provided by Bank of 

Baroda. All stated hypothesis are saying that the customers from different regions are having 

different satisfaction levels. The Bank of Baroda should concentrate on the region wise to 

establish ATM services, mobile banking services in the rural areas are still not up to mark. So 

while in the usage of internet banking most of the customers are don’t know how to use 

internet banking. Bank has to improve their services in all three regions effectively for 

customers, which improves operational performance of Bank such as collecting more 

deposits and offering more loan and advances to customers. 

 

8. Suggestions 

1. The bank authorities should establish ATM services according to the population wise 

in the different regional areas. 

2. The authorities should bring changes in the mobile banking app like user friendly and 

customised options for services etc. 

3. In the Internet banking the banks makes certain security on the usage of services in 

the third parties cites. 

4. Bank customer’s satisfaction levels are changing day to day usage of services, so 

banks should change according to the satisfaction levels. 

5. Banks are providing several services to their customer’s like investment services, and 

personalized banking services. Customers should utilize services from the banks to 

fulfill their future goals. 
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Abstract: Most people’s COVID-19 symptoms get better within a few weeks. Some patients experience long-term COVID-19 

symptoms that can last for weeks or months. These symptoms vary widely. Some patients have few symptoms, while others have 

several. Symptoms can come and go, change over time, and range from mild to severe. This paper just focussed on the effect and 

analysis of the symptoms of the post-covid by the techniques of the Statistics. 

 

IndexTerms – Statistics, Covid, Post-Covid, Symptoms, Pandemic. 

I. INTRODUCTION 

Most people who get COVID-19 recover within a few weeks. For some, symptoms can last weeks or months. Recovery 

can be prolonged, even if first COVID-19 illness was mild. This condition is called long-term COVID-19. Other terms that refer 

to the same condition include “long-haul COVID-19,” “post-COVID-19 syndrome,” and “long COVID.”  

Symptoms of long-term COVID-19 can be different from initial COVID-19 illness. They can come and go and range 

from mild to severe.  

Common long-term COVID-19 symptoms include: 

 Fatigue  

 Trouble breathing  

 Cough 

 Chest discomfort or pain 

 Joint and muscle pain 

 Headache 

 Sleep problems 

 Reduced sense of smell and taste 

 Eating and digestive issues, such as diarrhea 

 Fast or pounding heartbeat  

 Fever that comes and goes  

 Sweating 

Complications can include: 

 Heart muscle inflammation (myocarditis) 

 Blood and vascular disorders (thrombosis and others) 

 Lung function problems (breathing and other respiration issues) 

 Kidney (renal) injury 

 Severe depression and other mood disorders 

 Sensory, memory, and cognitive and other neurological disorders 

 Skin rashes or hair loss (that doesn’t improve) 

 

The COVID-19 pandemic has highlighted the importance of statistics in understanding and responding to public health 

crises. In the post-COVID era, statistics will continue to play a critical role in monitoring and managing the health of populations.  

The percentage of people who have had COVID and currently report long COVID symptoms declined from 19% in June 

2022 to 11% in January 2023. That decrease reflects a reduction in the share of people who have COVID and later report long 

COVID, which declined from 35% to 28% during the same period. 

One of the key roles of statistics in the post-COVID era will be to track the spread of the virus and monitor the 

effectiveness of public health interventions. This will involve collecting and analyzing data on the number of cases, 

hospitalizations, and deaths, as well as information on vaccination rates and the prevalence of new variants of the virus. 

The risk of long COVID-19 is significantly lower among vaccinated people compared to the unvaccinated, according to 

a new study. The research, which reviewed 41 studies involving more than 860,000 people, found that vaccination reduced the 

risk of long COVID by nearly half. 
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Abstract

Modification of chemical structure of gelatin is an important point of research due to its extensive

applications in food and package industry. Various methods are prescribed in literature for this

purpose. Among them the radiation method is very important due to its easiness and economy. The

authors have used gamma irradiation for this purpose and studied the effect of gamma irradiation and

annealing on spectroscopic and thermal properties of gelatins. For this purpose spectroscopic

(Electron spin resonance (ESR) and Fourier transform infrared (FTIR)), thermal (differential scanning

calorimetry) and scanning electron microscope are used. ESR spectra of irradiated gelatin have shown

quartet structure at room temperature and the signal is annealed by heating the irradiated gelatin.

FTIR spectra of gelatin are recorded under different conditions. After irradiation, change in intensity

and shift in band position is observed, which are associated with the chemical changes brought out by

radiation. Gamma irradiation brings changes in thermal and surface morphology of gelatin.
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Abstract

Effect of incorporation of silver metal nano particles (MNP) into the methylacrylamide-2-acrylamido-

2-methyl-propanesulphonic acid (MA-AMPS)[MA] copolymer matrix has been investigated by

spectroscopic (UV–Vis, FTIR), thermal (DSC) and microscopic (SEM) techniques. The existence of

reduced silver MNPs in the copolymer matrix is confirmed by the shift of UV absorption band,

suggesting the complexation occurred between silver ion and reactive groups of copolymer. The

results are further confirmed by monitoring the shift of FTIR absorption bands. DSC thermograms of

the copolymer and nano composite indicate enhancement in thermal stability of copolymer due to the

incorporation of silver nanoparticles. SEM micrograph reveals interaction between the silver particles

and copolymer matrix.

Introduction

Insertion of metal nano particles into polymers drastically altered their optical [1], [2], electrical [3],

[4], thermal [5], [6] and mechanical [7] properties. Such hybrid composite are suitable for various
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Gamma irradiation effects on methyl methacrylate (MMA) – methacrylic acid (MAA) copolymer 

were investigated by spectroscopic (ESR, FTIR) and thermal (DSC) methods. Electron spin 

resonance (ESR) spectra of the irradiated copolymer are analysed to be caused by different 

component spectra from the free radicals (~ CH2 – CH – CH2 ~ and – COOH or – COOCH3) as per 

computer simulation analysis. The ESR signals could be annealed near the transition temperature 

of the copolymer, and the free radicals formed irradiation might react to form stable structures at 

transition temperatures. Fourier transform infrared (FTIR) studies suggested that the 3380 cm-1 

absorption band (due to COOH groups and or hydrogen bonding) and 1734 cm-1 absorption band 

(due to carbonyl groups) were mostly affected by irradiation. Differential scanning calorimeter 

(DSC) thermogram indicated that the copolymer is a two-phase system (PMMA and PMAA), and 

transition temperatures are influenced by gamma irradiation. The dosimetric application of 

copolymer is tested by the ESR technique, and it was found suitable for dosimetry.  

Keywords: Bloch analysis; DSC; ESR; FTIR; Gamma irradiation; MAA; MMA 

 

 
I. INTRODUCTION 

 
Poly methyl methacrylate (PMMA), commercially known as 

Perspex, is one of the commercially known industrial 

polymers used in aerospace and high-altitude applications. 

PMMA has been used in biomedical (Amer et al., 2014), 

photocatalytic (Camara et al., 2014), solar cells (Yang et al., 

2008), organic memory devices as an organic insulator (Haik 

et al., 2014) and sensors (Mishra et al., 2014) applications. 

Similarly, PMAA-based coatings are also used in anti-cancer 

drugs (Yu et al., 2004; Luo et al., 2014) and insulin-releasing 

(Victor et al., 2002) applications. Polymethacrylic acid is 

partially hydrophilic, and PMMA is hydrophobic; a mixture 

of these two has intermediate and interesting properties, 

which are needed to be investigated. In this context, the 

synthesis and characterisation of MMA-MAA copolymer and 

related compounds were reported by various authors (Girod 

et al., 2013; Saboktakin et al., 2011; Huang et al., 2003; 

Sodeifian et al., 2012). The copolymers and their derivatives 

are reported to have interesting applications. They include 

coating film for tablets and granules (Paul et al., 1976) in 

medical areas, microencapsulation (Georgiev et al., 1994), 

anti-corrosion agents of metals coated on copolymer tablets 

(Gonsalves et al., 2021), nano gels in biomedical applications 

(Lee et al., 2001), intelligent material applications (Don et al., 

2008) and radiation dosimetry (Alashrah et al., 2021). 

  With regard to studies on radiation-induced changes, 

PMMA is extensively investigated (Jebur et al., 2020), and 

very few attempts are made on PMAA (Yin et al., 2021). 

  In this paper, we have explained the gamma irradiation 

effects of copolymer using spectroscopic (ESR and FTIR) and 

thermal (DSC) techniques. Thermal annealing characteristics 

and dosimetric aspects of the irradiated copolymer are 

investigated by ESR techniques. A computer simulation 

technique is used to analyse ESR spectra. 
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 Abstract: Artificial intelligence (AI) is a rapidly 

developing field that involves the use of algorithms and 

machine learning to enable machines to perform human-

like tasks. Statistics is a branch of mathematics that 

deals with collection, analysis, interpretation, 

presentation, and organization of data. Statistical 

methods are widely used in AI to improve performance 

and accuracy. The purpose of this paper is to examine 

the role of Statistics in AI. The paper aims to explore the 

theoretical foundations of AI and Statistics, the 

statistical methods used in AI, the applications of 

Statistics in AI, the benefits of integrating Statistics in 

AI, the challenges and limitations, and the future 

directions. 

 

I. THEORETICAL FOUNDATIONS 

AI is the simulation of human intelligence in machines that 

are programmed to think and act like humans. The goal of 

AI is to create intelligent machines that can perform tasks 

that typically require human intelligence, such as 

recognizing speech, image, and text, understanding natural 

language, playing games, and driving cars. 

Statistics is the branch of mathematics that deals with data 

collection, analysis, interpretation, presentation, and 

organization. Statistical methods are used to analyze and 

interpret data to make inferences about populations from 

samples. 

AI relies heavily on statistical methods to learn from data 

and make predictions. Statistical methods enable AI systems 

to detect patterns, identify relationships, and infer 

conclusions from data. 

 

II. STATISTICAL METHODS IN ARTIFICIAL 

INTELLIGENCE 

 Regression analysis 

Regression analysis is a statistical method used in AI to 

identify the relationship between a dependent variable and 

one or more independent variables. The method is used in 

AI to model and predict outcomes based on a set of input 

variables. 

 

 Bayesian Statistics 

Bayesian Statistics is a statistical method used in AI to 

estimate the probability of an event based on prior 

knowledge and new data. The method is used in AI to 

classify data, make predictions, and optimize decision-

making. 

 

 Machine learning algorithms 

Machine learning algorithms are statistical methods used in 

AI to learn from data without being explicitly programmed. 

The algorithms are used in AI to identify patterns, classify 

data, and make predictions. 

 

 Neural networks 

Neural networks are a type of machine learning algorithm 

used in AI to mimic the structure and function of the human 

brain. Neural networks are used in AI for image and speech 

recognition, natural language processing, and robotics. 

 

III.  APPLICATIONS OF STATISTICS IN ARTIFICIAL 

INTELLIGENCE 

 Natural language processing 

Natural language processing (NLP) is a field of AI that 

deals with the interaction between computers and humans 

using natural language. Statistics is used in NLP to 

understand and interpret the meaning of natural language, 

classify text, and generate responses. 

 

 Computer vision 

Computer vision is a field of AI that deals with the 

interpretation of visual data from the world. Statistics is 

used in computer vision to classify images, recognize 

objects, and track movements. 
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Abstract 
 

A flexible radio waveform, generalised frequency division multiplexing (GFDM) allows for significant degrees of freedom 
in adjusting the number of time slots, subcarriers, and pulse shaping filters. The GFDM is one of the multi-carrier techniques 
that has been proposed to achieve 5G requirements. Initially, this study discusses about the derivation of novel analytical 
expression of symbol error rate under 𝛼 − 𝜇 fading channel using the GFDM system. The proposed derivation includes 
Rayleigh, Nakagami-m, and Nakagami-q fading channels as special cases for different 𝛼 and 𝜇 values. Further, a simulation 
test-bed has been developed in MATLAB to access the simulation results and they are in good agreement with the derived 
theoretical results for various simulation parameters such as different roll-off factors, modulation orders and various fading 
parameters.  
 
Keywords: GFDM, SER (symbol error rate), 𝛼 − 𝜇 fading channel, roll-off factor, SNR. 
____________________________________________________________________________________________ 

 
1. Introduction 
 
In present days, 5G systems need to have very low 
latency, reliability, robust high throughput, and low value of 
out of band (OOB) emission. Several noteworthy waveforms 
have been designed in the literature for this situation. Because 
of its desirable qualities, including minimal OOB radiation to 
enable dynamic spectrum access and low latency, generalized 
frequency division multiplexing (GFDM) is one of the top 
options for future wireless applications. In GFDM, majority 
of the subcarriers are non-orthogonal to one another, which is 
the key difference between it and OFDM (orthogonal 
frequency division multiplexing) [1]. Cyclic prefixes (CP), 
which consume a lot of bandwidth, are not added to each 
subcarrier, which is another significant benefit of GFDM. We 
obtain the identical at the receiver in bits as those which are 
broadcast by the transmitter in GFDM because just to the 
combination of sub carriers, one CP is added [2]. According 
to [3–4], the GFDM system is less complex, achieves minimal 
OOB, and offers a viable 5G option. The authors of [5] 
addressed how the adaptable technology known as GFDM 
circumvents the problems with 4G technology. In a nutshell, 
GFDM sends data in the form of data blocks made up of K 
sub carriers and M sub-symbols. Each sub-carrier in GFDM 
has a low OOB radiation pulse with a circular shape. 
 As discussed earlier, GFDM is a non-orthogonal and we 
can make it orthogonal by employing different pulse shaping 
filters. Additionally, as GFDM is a less complicated method, 
it can be accomplished by combining it with orthogonal 
quadrature amplitude modulation (OQAM) [6-7]. To fulfil the 
demands of the most recent technologies, the GFDM system 
uses a variety of circular pulse shaping filters addressed in [8–
10].  

 Numerous studies have been conducted on the 
performance of GFDM’s bit error rate (BER) in various 
fading channels, considering a variety of pulse shaping 
candidates at receiver that include zero forcing (ZF) and 
matched filter (MF) in [11–16]. In order to eliminate self-
interference, the ZF receiver is used in performance 
evaluation of GFDM for time-varying Rayleigh fading 
channels in terms of SER. However, noise enhance factor 
(NEF) [5] is used to boost up SER performance to overcome 
loss occur due to pulse shaping filter [17]. In [14-15], SER 
analytical expressions are provided under several fading 
environments. The SER expression over AWGN channel for 
GFDM system with a ZF receiver is shown in [5]. 
Nevertheless, multiple input multiple output (MIMO), which 
is one of the key enabler for 5G to achieve diversity is also 
suitable with GFDM [21-22]  
 One of the most important aspects of designing a 
communication system is modelling a wireless channel. The 
𝛼 − 𝜇 distribution is generalized fading and it is used in non-
line of sight (NLOS) channel environments. The Rayleigh, 
Nakagami-m, and Nakagami-q channels can be achieved for 
special values of 𝛼 − 𝜇 [3]-[23]. The GFDM system analysis 
under 𝛼 − 𝜇 fading is not much addressed in the literature. 
This motivates us to derive the analytical expressions of 
symbol error rate using GFDM system with ZF receiver under 
𝛼 − 𝜇 fading channel.  In particular, with the help of 
MATLAB software simulation results are validate with the 
analytical formulations. 
 The following major contributions are added to the 
literature with this article; 
 

• The novel analytical SER expression for 𝛼 − 𝜇 
fading channel is derived and Monte-Carlo 
simulated test bed has developed to valid 
theoretical results. 
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• The effect on SER is shown using the simulations 
for various fading parameters 𝛼	and	𝜇 by fixing 
one parameter while varying the other. 

• The GFDM system performance analysed for 
various roll-off factors. 

• The effect of modulation order on the SER 
performance is studied. 

 
 The remaining four sections of the paper are structured as 
follows. The GFDM system model is discussed in section - 2. 
The innovative closed form of mathematical SER analysis 
under 𝛼 − 𝜇 fading is the subject of Section-3. Sections 4 and 
5 present simulation analysis and results respectively. 

 
 

2. System Model Description 
 

2.1.  Background of paper 
 

Fig.1. depicts the GFDM transceiver. The vectorial data (b) 
provided to the encoder that convert low bit rate input to a 
high bit rate data stream vectors (𝒃𝒄). The mapper block 
generates a N X 1 data vector as output (d). This vectorial data 
is fed into an N-element GFDM modulator as input. The total 
vectorial data (d) is divided into K groups and M data 
symbols; 

 
𝑑 = [(𝑑")# , 	(𝑑$)# , …… (𝑑%&$)#]#                                     (1) 
 
with  
 
𝑑' =	 1𝑑',", 𝑑',$, ……𝑑',)&$2

#                                            (2)  
 

 The term 𝑑',* in eq. (2) represents the data symbol which 
will be passed through k-th sub carrier at m-th time slot. Later, 
it is multiplied with pulse shaping filter 𝒈𝒌,𝒎	(𝒏). A GFDM 
block that uses K subcarriers, each of which has M data 
symbols, and generates N = KM samples. These sample 
values are filtered using a suitable transmit filter while using 
GFDM modulator is given as [11]; 

 
𝑔',*	[𝑛] = 𝑔[(𝑛 −𝑚𝑘)𝑚𝑜𝑑𝑁]𝑒

!"#$%&
'                                (3) 

 
where 𝒈𝒌,𝒎	(𝒏) is both time and frequency shifted of 𝒈(𝒏). 
The GFDM signal 𝑥(𝑛) can be is expressed as follows given 
in [11]; 
 
𝑥[𝑛] = ∑ ∑ 𝑑',*𝑔',*[𝑛])&$

*."
%&$
'." , 𝑛 = 0,1……𝐾𝑀 − 1    (4) 
     

 The samples of pulse shaping filter is; 
 

𝑔',*	 = B𝑔',*[0], 𝑔',*[1]……𝑔',*[𝑀𝐾 − 1]C
#
                 (5) 

 
 The eq. (4) can be shown in matrix form as [12]; 
  
𝐱 = 𝑨𝒅                                                                                (6) 
 
 Where A is GFDM matrix of size is 𝑲𝑴	𝑿	𝑲𝑴 and it can 
be shown as [5]; 
 
𝐴 = 1𝑔","…𝑔%&$,"					𝑔",$…𝑔%&$,)&$2                                (7) 
 

 After GFDM block, cyclic prefix (CP) of length 𝑁/0 and 
cyclic suffix (CS) of length 𝑁/1 are added and then it 
transmitted through the channel.  
 
2.2. Channel model 
After removing CP, the received signal can propagate across 
the wireless channel using the following model: 
 
𝑟 = 𝑯x +𝒘                                                                         (8) 
 
Where 𝑯 = 𝑐𝑖𝑟𝑐	RℎTU. 
 
 The GFDM signal is multiplied by the MRT coefficients 
and is represented mathematically as;                    
 
𝑟 = V𝑃2 ∑ ℎ3𝑤3𝑥

4(
3." +𝑤 = V𝑃2ℎ5𝑥 + 𝑤                           (9) 

 
2.3. Reception of channel model 
We have used ZF receiver as GFDM demodulator. The 
demodulated signal can be expressed as [5]; 
 
𝑑Y = 𝑩𝑦                                                                 (10)  
 
 Demodulation matrix is B. 
 𝐵65 = 𝐴&$ is the receiver demodulation matrix for ZF 
receiver. The self-interference is eliminated by a ZF receiver, 
but noise effect is increased. When using a ZF receiver, NEF 
(𝜁)mathematical expression is [5], indicates how much the 
SNR value is reduced; 
 
𝜉 = ∑ _[𝐵65]',3_

7)%&$
3."                                                         (11) 

 
where ‘𝜉’ is equal for all 𝑘 = 0,1,… .𝑀𝐾 − 1. We took 𝛼 −
𝜇 fading channel into consideration in this article. The 
analysis compress to some frequently used fading channels 
for some values of 𝛼 − 𝜇. 
 
Table 1. Representation of various fading channels for 
different 𝛼 − 𝜇 values. 

𝜶 − 𝝁 values Fading Environment 
𝛼=2 and 𝜇=1 Rayleigh fading 
𝛼=2 and 𝜇 > 1 Nakagami-𝜇 fading 

𝜇=1 Weibull fading 
 

 
Fig. 1. GFDM Transceiver 

 
 
𝜶 − 𝝁 Distribution: 
The 𝛼 − 𝜇 distribution can be used to model fading channels 
in the environment characterized by non-homogeneous 
obstacles that may be nonlinear in nature. The 𝛼 − 𝜇  fading 
also considers the received signal to be collection of clusters 
of multipath components.  
 The physical relation between resultants of received 
multipath clusters and fading amplitude for 𝛼 − 𝜇 distribution 
can be given as; 
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𝑋8,9 = ∑ (𝐼37 +𝑄37):
3.$                                                        (12) 

  
 Where 𝑛 is the number of clusters, 𝐼3 and 𝑄3 are the 
resultant in-phase and quadrature phase components of 𝑖 − 𝑡ℎ 
cluster in the received signal. 
 
 
3. Symbol Error Rate Analysis 
 
This section deals with the mathematical analysis of SER 
expression under 𝛼 − 𝜇 fading channel for GFDM system. 
Using a ZF receiver and the QAM modulation technique, the 
SER performance is assessed. 
 
1). SER Calculation in AWGN Environment 
The expression for SER utilising the GFDM scheme under the 
AWGN is [5]; 
 

           (13) 

Where 
 
𝛾 = ;<)

7(7*&$)
?+
@4,

  and  𝑅# =
%)

%)A4-.A4-/
                            (14) 

 
 In eq. (13) and eq. (14), 𝑝 = √2𝑚, 𝑚-represents number 
of bits, 𝑁BC , 𝑁B1 are length of CP and CS respectively. K and 
M are number of subcarriers and data symbols. For various 
fading environments SER expression can be calculated using 
[5]; 
 

                                              (15) 

 
 In eq. (15), 𝑃D(𝛾) represents the PDF of different fading 
channels.  
 
2)  𝜶 − 𝝁 Fading Environment 

In order to calculate SER expression for 𝛼 − 𝜇 fading, we 
require PDF of 𝛼 − 𝜇 fading. It is given in [26] as;   
 

                                       (16) 

 
where  �̅� is average channel SNR. 
 
 The SER expression for 𝛼 − 𝜇 fading can be calculated by 
substituting eq.(13) and eq.(16) in eq.(15) and it obtained as; 
 

                      (17) 

 
where  is equivalent SNR under 𝛼 − 𝜇 fading channel 
given by  
 

                                            (18) 

 
where 𝑏 is number of bits per QAM symbol and 𝜙 = √2E. 
 

                                                 (19) 

 
 The NEF value for ZF-receiver can be calculated as;                     
   

                                                    (20) 

 
 Eq. (17) consists of two unknown values such as 

 and  which can be computed as 

 

                       (21) 

 

                (22) 

 
 The exact SER expression can be obtained by substituting 
eq. (21) and eq. (22) in eq. (17). 

 
 
4. Results and Discussions 
 
The findings of the simulation and their analysis are covered 
in this section. All simulations are run for 10F Monte-Carlo 
iterations with the following simulation parameters: length of 
CP and CS are 𝑁/0=8, 𝑁/1=0, K=64, M =5 and 16-QAM 
 The SER analysis is evaluated for various values of 𝐸1 𝑁G⁄  
with single antenna (𝑁2 = 1) and 𝛽=0.1 under 𝛼 − 𝜇 fading. 
The Fig.2 is simulated for different 𝜇 values and fixed 𝛼 value 
(𝛼=2). The analytical values achieved from the derived 

theoretical expressions is in good agreement with the Monte-
Carlo simulations. It is observed that SER performance 
reduces with the increases in 𝜇 value. At SNR=15dB, SER 
values are 0.163, 0.094, 0.0688 and 0.055 for 𝜇=1, 2, 3 and 4 
respectively. It can be observed that for 𝜇 = 1 the curve 
obtained in Fig. 2 matches to that of [5]. As discussed in the 
Section 3, 𝛼 − 𝜇 distribution covers Nakagami-m as special 
case for 𝛼=2 and 𝜇 = 𝑚. The results also confirm the same 
that Fig.2 is the plot for the SER performance of Nakagami-
m distribution [28-30].  
 In Fig.3 also SER performance is investigated for 
different 𝐸1 𝑁G⁄  values under 𝛼 − 𝜇 fading. This simulation is 
evaluated using 𝑁2 = 1, 𝛽=0.1, and keeping one fading 
parameter is constant (𝜇=1) and varying another fading 
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parameter (𝛼=2,3,5,7). This simulation is giving an exact SER 
response of Weibull fading with 𝜇=1 which is discussed in 
[30]. We can also deduce from the Fig.3 that SER values 
decrease with increase in 𝛼 value. 

 
Fig. 2. SER vs 𝐸0 𝑁1⁄  performance for different 𝜇 and 𝛼=2 values. 
 

 
Fig. 3. SER vs 𝐸0 𝑁1⁄  analysis for various values of 𝛼 and 𝜇=1. 
  
 At SNR=15dB, SER values are 0.1683, 0.117, 0.065 and 
0.0462 for 𝛼= 2, 3, 5, and 7 respectively. The SER value 
decreases by almost 72.5%, as 𝛼 value rises from 𝛼=2 to 𝛼=7, 
showing that fading becomes less severe as 𝛼 increases. As 
discussed in the Section 3, 𝛼 − 𝜇 distribution covers Weibull 
as special case for 𝛼 varies and 𝜇 = 1.   
 The SER performance is analysed for various 𝛽 values, 
different SNR values (10dB, 15dB, 18dB), 𝜇 = 3, 𝛼 = 2, 
and employing the 16-QAM modulation technique in Fig.4. 
According to the simulation, the SER value decreases from 
0.286 to 0.01781 at a value of 𝛽=0.4 as SNR value grows 
from 10dB to 18dB. This indicates that there is an almost 95% 
improvement in SER with the increase in SNR. The SER 
value decreases at lower values of 𝛽 and it rises at higher 
levels of 𝛽. Finally, it can be said that it is always advisable 
to attain less SER at lower values of 𝛽=0.1 and greater SNR 
values (20dB). This occurs because of rise in 𝛽 value, 
decrease the overlap between neighbouring subcarriers, 
which causes a rise in NEF value (𝜉)  and, ultimately, a 
decline in SER performance is observed. It is also observed 
that the SER value reduces due to rise in signal power as the 
SNR climbed from 10dB to 18dB.  
 The relationship between SER and 𝐸1 𝑁G⁄  is depicted in 
fig.5 for various roll-off factors (0.1, 0.6, and 0.9), 𝜇 = 4, 𝛼 =
2, and employing 16-QAM modulation technique.   The 
impact of the NEF parameter, which is important in GFDM, 
is also explained using Fig. 5. Because of the wider overlap 
of the subcarriers, which causes an increase in the NEF factor, 
so that we can observe noticeable change in the SER curve 
with the rise of roll-off factor's value. The SER values are 
0.0034, 0.0074, and 0.0172 for 𝛽=0.1, 0.6, and 0.9 at 

SNR=20dB. The SER value lowers by 80.2% as the value of 
𝛽 falls from 0.9 to 0.1. 

 
Fig. 4. SER vs roll-off factor for various SNR values. 

 
Fig. 5. SER vs 𝐸2 𝑁1⁄  analysis for various Roll-off factors. 
 
 The SER analysis for various SNRs is plotted in Fig. 6 for 
several modulation schemes (QPSK (k=2) and 16-QAM 
(k=4)), 𝑁2=1, and 𝛼=2 and 𝜇=5. We may conclude from this 
simulation that the SER value for the QPSK technique is 
lower than 16-QAM modulation method. For a specific 
scenario, the SER values for the 16-QAM and QPSK methods 
are 0.0251 and 0.0072, respectively at SNR=10dB. 

 
Fig. 6. SER vs 𝐸0 𝑁1⁄  analysis for various modulation schemes. 
 
 
5. Conclusion 
 
The performance of SER is examined in this study using 
GFDM system under 𝛼 − 𝜇 fading. The novel closed form of 
SER expression under 𝛼 − 𝜇 fading environment was initially 
derived in this paper. Later, using MATLAB simulations for 
a variety of simulation parameters such fading parameters, 
various roll-off factors, and various modulation orders, the 
performance of the SER is assessed. We have used the 
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published literature studies to validate our simulations as well. 
We have observed that the error rate is dropped as one fading 
parameter was fixed and another fading parameter was 
increased. Additionally, the overall performance of the SER 
using GFDM system is significantly influenced by the roll-off 
factor selection also. The studied system model under 𝛼 − 𝜇 

fading is useful in designing the wireless communication 
system in a more generalized manner. 
This is an Open Access article distributed under the terms of 
the Creative Commons Attribution License.  
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Abstract 
 
According to the characteristics of the wireless channel, channel estimation algorithms based on the factor graph are 
proposed for Generalized Frequency Division Multiplexing over Underwater Acoustics (GFDM-UWA) system to 
improve the precision of channel estimation and bandwidth efficiency, which include two-dimension joint channel 
estimation and one-dimensional channel estimation algorithm. Time-varying frequency-selective fading channels can be 
modelled as 1st ordered autoregressive processes and approximating messages as Gaussian distribution, a novel channel 
estimation and symbol detection method for GFDM-UWA system is deduced by applying sum-product algorithm on the 
factor graph. Simulation results show that the algorithm can achieve good performance with low computational 
complexity. 

 
Keywords: Generalized Frequency Division Multiplexing over Underwater Acoustics (GFDM-UWA); channel estimation; symbol 
detection; factor graph; Sum-product Algorithm (SPA). 

 
1. Introduction 
 
At present, there are limited channel estimation methods for 
Generalized Frequency Division Multiplexing over 
Underwater Acoustic channel (GFDM-UWA) technique, 
which is generally divided into pilot-based channel 
estimation and blind channel estimation. Blind estimation is 
difficult to implement in most application environments due 
to its complexity. The pilot-based channel estimation 
algorithms mainly include Least Square (LS) algorithm, 
Minimum Mean Square Error (MMSE) algorithm, and 
Decision Feedback (DF) algorithm. These algorithms are 
simple, but the performance is not enough ideal [1]. The 
Maximum Likelihood (ML) estimator can obtain theoretical 
optimal estimation performance, but computational 
complexity increases exponentially with increase of channel 
freedom, which limits its application in practice. Joint 
iterative channel estimation is an effective way to solve 
above Problem. It uses the pilot and detected data to 
iteratively estimate channel based on traditional auxiliary 
pilot channel estimation [2]. In [3], joint decoder and 
channel estimation module performs iterative channel 
estimation on OFDM system to improve channel estimation 
accuracy. On this basis, the blind multi-generation receiver 
of OFDM system based on factor graph has also received 
attention [4], but amount of computation is large and 
convergence speed is slow. In view of this, in this paper a 
new joint channel estimation algorithm is proposed. 
According to ML criterion, the optimal channel estimation 
problem is regarded and the observation information is 
solved using channel parameters and likelihood function of 
transmitted symbols. With the help of factor graph model 
[5], the initial channel parameter information is exchanged 
through time-frequency 2-D transfer function node, and 
optimal channel estimation result is obtained by using sum-
product algorithm (SPA) rule. The algorithm reduces pilot 

overhead while improving performance. However, due to 
two-dimensionality of pilot signal in GFDM-UWA system, 
there is a "ring" in the factor graph model of the algorithm. 
Therefore, in order to obtain better results, performance of 
the algorithm must be improved by multiple iterations, if 
factor graph model is constructed. If there is no loop, sum-
product estimation algorithm can obtain accurate posterior 
estimation results, and the amount of calculation is also 
significantly reduced. In order to further reduce the 
computational complexity of the joint iterative algorithm, 
the characteristics of wireless channel is considered [6-7], in 
this paper 2-D joint channel estimation is decomposed in to 
cascaded two 1-D channel estimation algorithms. 
 
 
2. System Model 
 
The received frequency domain observation signal is 
expressed as: 
 
 𝑌[𝑛, 𝑘] = 𝑋[𝑛, 𝑘]𝐻[𝑛, 𝑘] +𝑊[𝑛, 𝑘]           (1) 
 
Where 𝑌[𝑛, 𝑘] , 𝑋[𝑛, 𝑘]  represent the received and 
transmitted signal on 𝑘!ℎ subcarrier in the 𝑛!ℎ GFDM-UWA 
symbol; 𝑊[𝑛, 𝑘] is a zero mean and 𝜎2variance Gaussian 
white noise; 𝐻[𝑛, 𝑘] represents the 𝑘!ℎ  subcarrier channel 
frequency response (CFR) at 𝑛!ℎ time. 
 

 
Fig. 1. Baseband Model for GFDM-UWA system. 
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Consider GFDM-UWA system (fig. 1) for a frequency 
selective channel, the correlation between two-point channel 
response with time interval∆𝑛, frequency domain interval 
∆𝑘 can be expressed as: 

 
𝑟"(∆𝑛, ∆𝑘) = 𝑟!(Δ𝑛)𝑟#(Δ𝑘)           (2) 
 

Where 𝑟!  represents channel time domain correlation 
function, mainly depending on Doppler frequency shift 
caused by relative movement of transmitter and receiver; 𝑟# 
represents frequency domain channel correlation function. 

According to literature [9], transfer function Δ[Δ𝑛,Δ𝑘] 
is used to describe the information interchange between 
channel parameters, which reduces computational 
complexity of algorithm. In this paper, only first-order 
autoregressive (AR) model [10] is considered, i.e., Δ𝑛 +
Δ𝑘 = ±1. According to characteristics of wireless channel 
parameters, the Gaussian distribution is approximated the 
transfer function i.e., Δ[Δ𝑛,Δ𝑘]~𝑁(0, 𝜎Δ2[Δ𝑛,Δ𝑘]) . The 
variance for time domain transfer function Δ𝑡 is: 

 
𝜎Δt2 = 2− 2𝐽0(2𝜋𝑓$𝑇%)            (3) 
 
Where 𝜏&'(  is GFDM-UWA symbol interval; 𝑓$ is relative 
Doppler extension of transmitter and receiver; 𝐽0(∙)  is 1%! 
order Bessel function. The variance for frequency domain 
transfer function Δ𝑓 is expressed as: 
 
𝜎Δ#2 = 2− 𝑠𝑖𝑛𝑐(𝜏&'(𝐹)            (4) 
 
Where 𝜏&'( is maximum transmission delay; 𝐹 is subcarrier 
spacing. 
 

According to above GFDM-UWA system model, the 
optimal detection of the transmitted symbol using the ML 
algorithm can be expressed as: 

 
𝑋@ = 𝑎𝑟𝑔𝑚𝑎𝑥	FGH	

)
𝑝(𝑌|𝑋)            (5) 

Where 𝑋  represents sequence of transmitted symbols; 𝑌 
represents sequence of received symbols. 
 

 
Fig. 2. Factor Graph based receiver model in GFDM-UWA system. 

 
 

3. Joint Channel Estimation Based on Graph Factor 
 

3.1. Two-Dimensional Joint Channel Estimation 
Algorithm Based on Factor Graph 
 

 
Fig. 3. Structure of Channel State Information Updater.  
 
 

In fading environment, likelihood function in equation 
(5) is decomposed in to the correlation of symbol estimates 
at different time and frequency points:  

 
𝑝(𝑌|𝑋) = ∫ 𝑝(𝑌|𝑋,𝐻)𝑝(𝐻)𝑑𝐻" =
∫ ∏ 𝑝(𝑌|𝑋,𝐻)∏ 𝑝(𝑌|𝐻)𝑝(𝐻)𝑑𝐻)*)!)*)!" 	       (6) 

 
Where H is channel response matrix; 𝑋+ is training sequence 
of transmitted symbol.  
 

According to characteristics of wireless channel, 
likelihood function is decomposed into product of local 
probability functions, and factor graph is used to represent 
relationship between each decomposed term and variable. A 
factor graph is a bidirectional graph consisting of function 
nodes, variable nodes, and graph edges. If function contains 
variable, edge of variable and function node need to be 
connected by the edge [4]. The factor graph model of the 
GFDM-UWA system receiver is shown in Figure 2. The 
squares in figure represent function nodes, the circles 
represent variable nodes, and straight lines represent edges 
of function nodes and variable nodes. Δ𝑓,Δ𝑡  represents 
frequency and time domain transfer function nodes between 
adjacent channel parameters𝑇, ≡ 𝑝O𝑌,,.|𝐻,,. , 𝑋,,.P. 

According to the above receiver model, a 2-D joint 
channel estimation algorithm is obtained by applying the 
sum product algorithm. From the factor graph model as 
shown in Fig. 2, each graph edge information is iteratively 
updated to each node until the algorithm converges. The 
factor graph based 2-D joint channel estimation algorithm in 
GFDM-UWA system is described as follows: 
 
Step 1: Initialization. According to the received signal 𝑌0 
and training sequence𝑋/, the initial channel estimation value 
𝐻0 is obtained by conventional LS algorithm. According to 
factor graph model as shown in Fig. 2, channel information 
at pilot position is exchanged by transfer function node by 
means of sum-product algorithm rule, and mean and 
variance of each node are iteratively updated in sequence. 
Assuming that the initial transmitted symbol have has equal 
priori probability, i.e., 𝑝O𝑋,,.P = 0.5, 𝑖 = 1, 2, . . , 𝐾; 𝑗 =
1, 2, …𝑁, where 𝐾,𝑁 represents number of subcarriers and 
symbols in GFDM-UWA. 
 
Step 2: Get the information of the variable node channel 
parameter based on symbol updated information and is given 
by: 
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 𝑝O𝐻,,.P = ∑ 𝑝O𝑌,,.|𝐻,,. , 𝑋,,.P𝑝O𝑋,,.P)",$∈{±1}        (7) 
 
Step 3: The channel parameters to gaussian channel model 
are updated, according to Fig. 3. Because it is assumed that 
𝑝(𝐻) is subject to gaussian distributions, their products are 
still subject to Gaussian distributions 
 
∏ 𝑝4(𝐻)~𝑁(𝜇&, 𝜎&2 )5
.61,.7&            (8) 

 
Where: 
 

𝜇& =
∑ 𝜇4

𝜎42
5
461,47&

∑ 1
𝜎42

5
461,47&

, 𝜎&2 =
1

∑ 1
𝜎42

5
461,47&

 

 
Step 4: The information passed from the observation 
function node to the symbol variable node based on the 
updated channel parameter information is gathered, and 
represented as: 
 

𝑝O𝑌,,.|𝑋,,.P =
1

8(:)",$:
2;%",$
2 <;&2)

× expY− :>",$?"@",$)",$:
2

:)",$:
2;%",$
2 <;&2

Z    (9) 

 
Repeat Step2∼Step4 until the algorithm converges.  
 
Step 5: The estimated value of the transmitted symbol from 
all the information related to the symbol is gathered: 
Step 5 is evaluated by all information related to the symbol 
to send the symbol. 

Fig. 4. 1-D Channel Estimation Factor Graph Model. 
 
 
3.2. Two Cascaded 1-D Channel Estimation Algorithm 
Since the factor graph of the above two-dimensional 
algorithm has a loop, multiple iteration operations are 
required, and the calculation amount is large, and the 
correlation of the wireless channel can be separated by the 
equation (2), so the two-dimensional joint channel 
estimation algorithm is passed through two cascade of one-
dimensional channel estimation is implemented, that is, an 
appropriate factor graph model is established in the time 
domain and the frequency domain, respectively, when the 
channel parameter information is updated, only the transfer 
function in each direction is considered, and the other 
dimension is ignored. Correlation, the ring graph model no 
longer contains loops. Due to the incompleteness of channel 
parameter information transmission caused by algorithm 
approximation, the performance of the one-dimensional joint 
channel estimation algorithm is degraded compared to the 
performance of the two-dimensional joint channel estimation 
algorithm. The factor graph model of the one-dimensional 
channel estimation algorithm is shown in Figure 4. Consider 
the frequency domain channel estimation first in the time 
domain estimation. 
 
Step 1: Time domain channel estimation 

In this case, the factor graph model does not contain the 
symbol variable node and the observation node, so only the 
channel parameter information needs to be obtained. 
According to the channel parameter model, the channel 
parameter changes to a Markov process, and 𝑝(𝐻,|𝐻,?1) is 
the time domain transfer function and is represented by Δ𝑡 in 
Fig.4. The output information of the channel can be 
calculated from (9), and then similar operations are 
performed in all subcarriers containing pilot symbols. 
 
Step 2: Frequency domain channel estimation  
The channel estimation value in the time domain is taken as 
known data, and then 1-D channel estimation is performed 
in the frequency domain, and the frequency domain transfer 
function Δ𝑓  is used instead of 𝑝(𝐻,|𝐻,?1) . Since each 
subchannel of the GFDM-UWA system is equivalent to a 
flat Rayleigh fading channel, the likelihood function 
𝑝(𝑌1:B|𝑋1:B) is decomposed into: 
 
 𝑝(𝑌1:B|𝑋1:B) = ∫ 𝑝(𝑌1:B|𝑋1:B , 𝐻1:B)	𝑝(𝐻1:B)𝑑𝐻1:B"1:(

=
∫ 𝑝(𝑌,|𝑋, , 𝐻,)𝑝(𝐻0)𝑝(𝐻,|𝐻,?1)𝑑𝐻,"1:(

      (10) 
 

According to the factor graph model as shown in Fig. 4, 
the specific steps of 1-D joint channel estimation algorithm 
is expressed as follows: 
 
1. Assume that the initial transmitted symbol a priori is 

equal probability, i.e., (𝑋,) = 0.5, 𝑖 = 1, 2, . . , 𝐾. 
2. Obtain the channel parameter information, which is 

expressed as: 
 

  𝑝(𝐻,) = ∑ 𝑝(𝑌,|𝐻,	, 𝑋,)𝑝(𝑋,))"∈{±1}       (11)  
 
3. Update the channel state information, because 

𝑝1(𝐻,)~𝑁(𝜇1, 𝜎12) , 𝑝2(𝐻,)~𝑁(𝜇2, 𝜎22) , then 𝑝1(𝐻,) ∙
𝑝2(𝐻,)~𝑁(𝜇", 𝜎"2). 

 

𝜇" =
𝜎22𝜇1 + 𝜎12𝜇2
(𝜎22 + 𝜎12)

 

 
𝜎"D =

;)*;**

(;)*	<	;**)
            (12) 

 
4. According to the updated channel state information, the 

information of the symbol variable node is: 
 

𝑝(𝑌,|𝑋,) =
1

8E|)"|2;%"
2 <;&2G

∙ expY− |>"?"@")"|2

|)"|2;%"
2 <;&2

Z	   (13)  

 
Repeat steps (2) to (4) until maximum iterations are 

met.According to (5), the symbol estimate using ML 
criterion is as follows: 
 
𝑋@, = 𝑝(𝑌,|𝑋,))"

arg&'(            (14) 
 
 
4. Simulation Results 
 
The simulation parameters of GFDM-UWA system is as 
follows: the number of subcarriers K= 64 , the number of 
GFDM-UWA symbols per frame is N = 13, using BPSK 
modulation; under Rayleigh fading multipath channel, the 
number of multipath is 3; Normalized Doppler frequency 
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shift is 𝑓$𝑇% = 0.0114  and the maximum delay 𝜏&'( =
3000𝑛𝑠. 
Fig. 5 shows performance comparison between the 
algorithm and accurate channel estimation (Bit Error Rate, 
BER). 

 
Fig. 5. BER Comparison of algorithm with the linear interpolation 
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5. Conclusion 
 
In this paper, channel estimation algorithm for GFDM-UWA 
system is proposed based on factor graphs. Firstly, the 
likelihood function that implements the optimal estimation 
of the transmitted symbols is decomposed to obtain a 
suitable factor graph model, and then the specific expression 
of the iterative estimation algorithm is derived according to 
the sum-product algorithm rules. The analysis and 
simulation results show that the proposed two-dimensional 
joint channel estimation algorithm can approximate the 
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Abstract: In this article, a cognitive radio (CR) integrated antenna system, which has 1 sensing
and 24 communication antennas, is proposed for better spectrum utilization efficiency. In the
24 communication antennas, 3 different operating band antennas are realized with an 8-element
MIMO configuration. The sensing antenna linked to port 1 is able to sense the spectrum that ranges
from 2 to 12 GHz, whereas the communication 8-element MIMO antennas linked with ports 2
to 9, ports 10 to 17 and ports 18 to 25 perform operations in the 2.17–4.74 GHz, 4.57–8.62 GHz
and 8.62–12 GHz bands, respectively. Mutual coupling is found to be less than −12 dB between
the antenna elements. Peak gain and radiation efficiency of the sensing antenna are better than
2.25 dBi and 82%, respectively, whereas the peak gains and radiation efficiencies of all communication
antennas are more than 2.5 dBi and 90%, respectively. Moreover, diversity characteristics of the
MIMO antenna are assessed by parameters such as DG, ECC and CCL. It is found that ECC and CCL
are less than 0.42 and 0.46 bits/s/Hz, respectively, and also DG is more than 9.1 dB.

Keywords: CCL; cognitive radio; DGG; ECC; MIMO; spectrum sensing; spectrum utilization efficiency

1. Introduction

In the licensed spectrum, channels are unutilized most of the time, thus leading
to inefficient spectrum utilization. Hence, spectrum utilization efficiency deteriorates.
The unutilized channels (i.e., licensed) can be used effectively for other applications to
reduce the wastage of spectrum issue. CR technology mainly uses the concept of using
the unutilized channels in the spectrum overlay approach. It is believed that the primary
users in the spectrum overlay approach are the owners of the licensed spectrum and do
not utilize their channels in the licensed spectrum completely. So, there exists a continuous
monitoring in the radio environment to find the white spaces (i.e., spectrum holes). When
a white space is detected at any moment, secondary users can use the channel that consists
of the detected white space for other applications until the primary users want to use that
channel. When primary users use that channel, secondary users should shift to any other
unutilized licensed channels.
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A new frequency-agile CR MIMO patch antenna was proposed in [1]. It comprises
two patch antenna elements, which are hexagonal shaped. To achieve compactness and
increase isolation, hexagonal-shaped defected ground structures are incorporated in the
ground plane. The compactness is further attained by utilizing reactive loading. Varactor
diodes are employed in the microstrip feed line to achieve frequency reconfigurability.
Consequently, frequency tuning is achieved at 1.42–2.27 GHz. However, the proposed
CR MIMO antenna cannot sense the spectrum as it does not have a sensing antenna. A
frequency-reconfigurable CR MIMO antenna system for interweave scenario was presented
in [2]. It comprises four reconfigurable antenna elements that are pentagonal slot-based.
Varactor diodes are employed to alter the capacitance of the slot. As a result, a wide tuning
range, which ranges from 3.2 GHz to 3.9 GHz, is achieved with a minimum of 100 MHz
impedance bandwidth in each band. However, the proposed MIMO antenna does not have
a sensing antenna. Additionally, the mutual coupling in the proposed CR MIMO antenna
system is just less than −10 dB. A four-port CR MIMO antenna that works for overlay
and underlay approaches for 5G applications in the 2.5–4.20 GHz range was proposed
in [3]. This type of feature of the proposed antenna is obtained by controlling the operating
modes of the multifunctional reconfigurable filter since the multifunctional reconfigurable
filter, which works in three operational modes such as tunable bandpass filter, tunable
band reject filter, and all pass filter, is integrated with UWB sensing antenna. Four filtennas
are integrated on FR-4 epoxy substrate to make a MIMO system. Additionally, they are
well isolated with the help of reflectors. A two element MIMO antenna, which comprises
sensing antenna operating at 2.2–7 GHz and two similar reconfigurable antennas, was
proposed in [4]. By varying the capacitance of varactor diodes, reconfigurable antennas
can be tuned to any frequency from 2.3 to 6.3 GHz. A four-port MIMO antenna in which
two antennas are dedicated for sensing the spectrum 2.35–5.9 GHz and two other antennas
are dedicated for communication was proposed. The reconfigurable narrowband antennas
for communication can be tuned to any frequency from 2.6 to 3.6 GHz.

The undesired radio frequency interference can be avoided when sensing antenna and
communication antennas are well isolated. Consequently, good performance is guaranteed
for a CR device. When spectrum holes change rapidly in the radio environment and a single
reconfigurable antenna is used for sensing the spectrum and performing the communication
tasks, it becomes very hard for the antenna to switch from sensing mode to communication
mode and vice versa. Moreover, in case of reconfigurable antennas, loses become high due
to the presence of lumped elements, diodes, etc. Consequently, the performance of the
antenna deteriorates to some extent. Additionally, it is noticed that the existing CR MIMO
antennas in the literature [5–19] have a small tuning range since it is quite hard to tune the
antenna to a desired frequency in a wide bandwidth. The drawbacks, which are associated
with the available reconfigurable CR antennas in the literature, are power consumption,
use of extra hardware, nonlinear effects of switches and biasing line effects. Moreover, the
reconfigurable mechanisms may require the presence of motors and some additional biasing
circuitry at times. Nevertheless, they have been extensively used by many researchers to
make the antenna compact and tunable. Additionally, they are very difficult to implement in
real time. In addition, the available reconfigurable CR antennas in the literature are able to
perform only communication operations despite multiple spectrum holes being identified.
Since it is well known that low profile planar antennas are advantageous and reconfigurable
antennas have some unavoidable drawbacks [20,21], integrated sensing antennas and
multiple communication antenna systems [22–26] are treated as the best alternative to
reconfigurable antenna systems for CR applications. These antenna systems have a striking
feature of performing multiple communication operations simultaneously due to the
presence of multiple communication antennas. Since the spectrum is utilized in an efficient
manner by performing multiple communication operations simultaneously, spectrum
utilization efficiency increases significantly with these antenna systems. Whenever a
white space (spectrum hole) identified by the sensing antenna matches with the operating
frequency of the communication antenna, the respective communication antenna is given
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access to the secondary users. Otherwise, it is terminated by a 50-ohm load. In integrated
sensing antennas and multiple communication antenna systems, communication antennas
are selected by an excitation switching reconfigurable mechanism.

In this article, a cognitive radio (CR) integrated antenna system, which has 1 sensing
and 24 communication antennas, is proposed for better spectrum utilization efficiency.
The sensing antenna linked to port 1 is able to sense the spectrum that ranges from 2 to
12 GHz, whereas the communication 8-element MIMO antennas linked with ports 2 to 9,
ports 10 to 17 and ports 18 to 25 perform operations in the 2.17–4.74 GHz, 4.57–8.62 GHz
and 8.62–12 GHz bands, respectively. Mutual coupling is less than −12 dB. The HFSS
EM simulation tool is used for the proposed structure design. The fabricated prototype is
verified and a good agreement is noted between the simulated and measured results. To
the best of our knowledge, this is the only sensing and 8-element MIMO communication
integrated antenna system that has the notable feature of performing a maximum of
three communication operations concurrently in the CR environment. Moreover, this
antenna system is the best alternative for all reconfigurable CR MIMO antenna systems.
Additionally, it is less complex compared to all the other existing CR MIMO antennas in
the literature.

The rest of the paper is organized as follows. The design of the proposed structure,
UWB and narrow band antenna design steps, along with performance characteristics, are
reported. Later, results and discussion on each and every performance parameter are
provided. Thereafter, MIMO diversity characteristics are discussed. Finally, the conclusion
of the work is given.

2. Twenty-Five Port CR Integrated Antenna System

The proposed CR integrated antenna system schematic is shown in Figure 1. The
performance and 10 dB return loss bandwidth of each antenna are given in Table 1. The
dimensions of the proposed CR integrated antenna system are given in Table 2. Sensing
antenna is linked to port 1, whereas the communication 8-element MIMO antennas are
linked with ports 2 to 9, ports 10 to 17 and ports 18 to 25. FR4 epoxy substrate of a thickness
of 1.6 mm is used in the present design. Additionally, the design procedures for sensing
and communication antennas are explained in this section.
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Back view.

Table 1. Specifications of the 25-port CR MIMO antenna.

Antenna Usage 10 dB Return Loss Bandwidth

Ant (P1) Sensing 2–12 GHz
Ant (P2) to Ant (P9) Communication 2.17–4.74 GHz

Ant (P10) to Ant (P17) Communication 4.57–8.62 GHz
Ant (P18) to Ant (P25) Communication 8.62–12 GHz

Table 2. Dimensions of the 25-port CR MIMO antenna.

Parameter Dimension (mm) Parameter Dimension (mm)

R1 8.78 l1 22.5
R2 5.28 w1 14
R3 4 lg1 16
p1 1.16 wg1 16
lg 5 ln1 5.5

wg 18.98 wn1 1
wf 3 p2 2.5
ln 1.57 lw1 13

wn 4.5 wf1 3
p4 0.2 l2 11.5

wf3 3.2 w2 9.5
W 160 L 160
lg2 5 w3 8

wg2 10 lm 4
wf2 3 wm 12
wn2 1.1 lg3 4
p3 0.95 wg3 12
l3 5.8 g1 1.16

3. Design Process of the Sensing Antenna Linked with Port 1

The structure of the sensing antenna that operates at 2–12 GHz is shown in Figure 2.
As depicted in Figure 3, the design process is finished in five steps. A traditional circular
shaped monopole antenna (i.e., Ant I in Figure 3) is designed in the first step, and its
impedance bandwidth ranges from 2.6 GHz to 10.6 GHz, as illustrated in Figure 4. The
electrical lengthening is performed in the second step by combining a circular patch of
radius R2 with the circular radiator of radius R1, as depicted in Ant II in Figure 3. As
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a result, the lower band edge (LBE) frequency of Ant II in Figure 1 is less than the LBE
frequency of Ant I in Figure 4. However, the impedance matching of Ant II in Figure 4 at
3–5.75 GHz is poor. The electrical lengthening is further performed in the third step by
combining a circular patch of radius R3 with the radiator of Ant II. Consequently, the LBE
frequency of Ant III in Figure 4 becomes 2.07 GHz, which is less than the LBE frequency
of Ant II in Figure 4, but the reflection coefficient curve of Ant III in Figure 4 is below
−10 dB at 2.55–4.3 GHz and 8.1–8.8 GHz. So, to attain impedance matching throughout a
wideband, i.e., 2–12 GHz, the ground plane of Ant IV in Figure 3 is made semi-elliptical
shaped and some portion of the 50-ohm feed line is tapered towards the radiator. Thus,
better impedance matching is achieved compared to Ant III in Figure 4, but the reflection
coefficient of Ant IV is a bit better than −10 dB at 2.82–3.57 GHz and 5.56–6.34 GHz, as
shown in Figure 4. In the last stage, good impedance matching is achieved over a wideband
(i.e., 2–12 GHz) by etching a rectangle-shaped notch in the ground plane of Ant V.

Electronics 2022, 11, x FOR PEER REVIEW 6 of 27 
 

 

 

Figure 2. Schematic of the antenna linked with port 1. 

 

Figure 3. Evolution of antenna linked with port 1. 

 

Figure 4. Evolution of the antenna linked with port 1. 

As a result, the lower band edge (LBE) frequency of Ant II in Figure 1 is less than the 

LBE frequency of Ant I in Figure 4. However, the impedance matching of Ant II in Figure 

4 at 3–5.75 GHz is poor. The electrical lengthening is further performed in the third step 

by combining a circular patch of radius R3 with the radiator of Ant II. Consequently, the 

LBE frequency of Ant III in Figure 4 becomes 2.07 GHz, which is less than the LBE 

frequency of Ant II in Figure 4, but the reflection coefficient curve of Ant III in Figure 4 is 

Figure 2. Schematic of the antenna linked with port 1.

Electronics 2022, 11, x FOR PEER REVIEW 6 of 27 
 

 

 

Figure 2. Schematic of the antenna linked with port 1. 

 

Figure 3. Evolution of antenna linked with port 1. 

 

Figure 4. Evolution of the antenna linked with port 1. 

As a result, the lower band edge (LBE) frequency of Ant II in Figure 1 is less than the 

LBE frequency of Ant I in Figure 4. However, the impedance matching of Ant II in Figure 

4 at 3–5.75 GHz is poor. The electrical lengthening is further performed in the third step 

by combining a circular patch of radius R3 with the radiator of Ant II. Consequently, the 

LBE frequency of Ant III in Figure 4 becomes 2.07 GHz, which is less than the LBE 

frequency of Ant II in Figure 4, but the reflection coefficient curve of Ant III in Figure 4 is 

Figure 3. Evolution of antenna linked with port 1.

Electronics 2022, 11, x FOR PEER REVIEW 6 of 27 
 

 

 

Figure 2. Schematic of the antenna linked with port 1. 

 

Figure 3. Evolution of antenna linked with port 1. 

 

Figure 4. Evolution of the antenna linked with port 1. 

As a result, the lower band edge (LBE) frequency of Ant II in Figure 1 is less than the 

LBE frequency of Ant I in Figure 4. However, the impedance matching of Ant II in Figure 

4 at 3–5.75 GHz is poor. The electrical lengthening is further performed in the third step 

by combining a circular patch of radius R3 with the radiator of Ant II. Consequently, the 

LBE frequency of Ant III in Figure 4 becomes 2.07 GHz, which is less than the LBE 

frequency of Ant II in Figure 4, but the reflection coefficient curve of Ant III in Figure 4 is 

Figure 4. Evolution of the antenna linked with port 1.



Electronics 2023, 12, 330 6 of 25

As a result, the lower band edge (LBE) frequency of Ant II in Figure 1 is less than the
LBE frequency of Ant I in Figure 4. However, the impedance matching of Ant II in Figure 4
at 3–5.75 GHz is poor. The electrical lengthening is further performed in the third step by
combining a circular patch of radius R3 with the radiator of Ant II. Consequently, the LBE
frequency of Ant III in Figure 4 becomes 2.07 GHz, which is less than the LBE frequency
of Ant II in Figure 4, but the reflection coefficient curve of Ant III in Figure 4 is below
−10 dB at 2.55–4.3 GHz and 8.1–8.8 GHz. So, to attain impedance matching throughout a
wideband, i.e., 2–12 GHz, the ground plane of Ant IV in Figure 3 is made semi-elliptical
shaped and some portion of the 50-ohm feed line is tapered towards the radiator. Thus,
better impedance matching is achieved compared to Ant III in Figure 4, but the reflection
coefficient of Ant IV is a bit better than −10 dB at 2.82–3.57 GHz and 5.56–6.34 GHz, as
shown in Figure 4. In the last stage, good impedance matching is achieved over a wideband
(i.e., 2–12 GHz) by etching a rectangle-shaped notch in the ground plane of Ant V.

4. Design Process of the Communication Antennas Linked with P2 to P9

The structure of the antenna linked with port 2 is depicted in Figure 5. The antenna
linked with port 2 is targeted to operate at low frequencies and its design process ends in
two stages. In the first stage, a normal monopole antenna with rectangle-shaped patch is
designed, as illustrated in Figure 6. Furthermore, this antenna is realized with an 8-element
MIMO configuration at ports P2 to P9. Dimensions of the rectangular radiator are selected
in such a way that the LBE frequency of the antenna linked with port 2 is about 2.3 GHz.
The mathematical formula for calculating the LBE of Ant I in Figure 6 is given below.

fLAntI(P2)=
7.2

(l1 + r1 + p2)× k
GHz (1)
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In Equation (1), l1 and p2 are the length of the rectangular patch and feed gap in
centimeters, respectively. The term ‘r1′ in centimeters can be calculated from the width of
rectangular patch since r1 = w1

2π . The term ‘k’ is constant and is equal to 1.15.
After finding out the values of l1, r1, p2 and k, the LBE frequency of Ant I in Figure 1

is found as 2.3 GHz, whereas it is found as 2.34 GHz in simulation. It is evident from
Figure 7 that Ant I operates at 2.34- 2.9 GHz and 4.9–7.75 GHz. As the antenna linked with
port 2 is aimed to operate at low frequencies, a 1 mm width narrow strip line is placed
between rectangular patch and the 50-ohm feed line of 3 mm width in the second stage, as
depicted in Ant II in Figure 6. A parametric study is performed by altering the length of the
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1 mm strip line, as depicted in Figure 8. It is obvious from Figure 8 that lower band edge
frequency does not change much when the 1 mm strip line’s length changes. Additionally,
bandwidth slightly decreases when the 1 mm strip line’s length increases. Finally, the 1 mm
strip line’s length is selected as 5.5 mm as good impedance matching and large −10 dB
reflection coefficient bandwidth (i.e., 2.17–4.75 GHz) are achieved.
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5. Design Process of the Communication Antennas Linked with P10 to P17

The structure of the communication antennas linked with port 10 is depicted in
Figure 9. A bent microstrip line feed is used to achieve good impedance matching in the
appropriate band.
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The design process of the communication antenna linked with port 10 ends in two
stages. In the first stage, a rectangular radiator of length 11.5 mm and width 9.5 mm is fed
by a bent microstrip line feed, as depicted in Ant I in Figure 10. Furthermore, this antenna
is realized with an 8-element MIMO configuration at ports P10 to P17. The mathematical
formula for calculating the LBE of Ant I in Figure 10 is given below.

fLAntI(P10)=
7.2

(l2 + r2 + p3)× k
GHz (2)
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Figure 10. Evolution of the antennas linked with P10 to P17.

In Equation (2), l2 and p3 are the length of the rectangular patch and feed gap in
centimeters, respectively. The term ‘r2′ in centimeters can be calculated from the width
of the rectangular patch since r2 = w2

2π . The term ‘k’ is constant and is equal to 1.15. After
finding out the values of l2, r2, p3 and k, the LBE frequency of Ant I in Figure 10 is found
as 5.15 GHz, whereas it is found as 4.95 GHz in simulation, as shown in Ant I in Figure 11.
In the next stage, the reflection coefficient performance is analyzed by altering the width of
the strip line of length ln. As illustrated in Figure 12, the strip line of a width of 1.1 mm
offers best impedance matching among different widths of strip line of length ln and the
return loss is better than 10 dB in 4.6–8.7 GHz.
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6. Design Process of the Communication Antennas Linked with P18 to P24

The structure of the communication antennas linked with P18 to P24 is depicted in
Figure 13. Since the communication antennas linked with ports 2 and 10 are designed to
operate at 2.17–4.74 GHz and 4.57–8.62 GHz, respectively, it is aimed to design a commu-
nication antenna that operates at frequencies which are greater than 8.62 GHz to cover
the complete FCC UWB of 3.1–10.6 GHz. Furthermore, this antenna is realized with an
8-element MIMO configuration at ports P18 to P24. As depicted in Figure 14, the design
process of the communication antenna linked with port 18 ends in two stages. In the first
stage, a normal monopole antenna with a rectangle-shaped patch is designed, as illustrated
in Figure 14. The length and width of the rectangular patch are selected in such a way that
the LBE frequency is approximately 8.6 GHz.
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The mathematical formula for calculating the LBE frequency of Ant I in Figure 14 is
given as:

fLAntI(P18)=
7.2

(l3 + r3 + p4)× k
GHz (3)

where l3 and p4 are length of the rectangular patch and feed gap in centimeters, respectively.
The term ‘r3′ in centimeters is expressed in terms of width of the rectangular patch (i.e.,
r3 = w3

2π ). The term ‘k’ is constant and is equal to 1.15. After substituting the values of l3,
r3, p4 and k in Equation (3), the LBE frequency of Ant I in Figure 14 is found as 8.6 GHz,
whereas it is found as 8.5 GHz in simulation, as shown in Ant I in Figure 15.
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port 18.

It is seen from Figure 15 that the reflection coefficient curve of Ant I in Figure 1 is
below −10 dB from 8.5 GHz and impedance matching is just decent. To make the lower
band edge frequency 8.6 GHz and improve impedance matching, a rectangular-shaped
patch is printed on the back portion of the substrate and the width of the 50-ohm feed line
is chosen as 3.2 mm in the next stage. Figure 16 depicts a parametric study performed by
altering the feed line’s width. It is concluded from Figure 16 that the desired performance
is achieved with a feed line of a width of 3.2 mm.
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7. Results and Discussions

After designing a sensing antenna and three communication antennas, the sensing an-
tenna and eight copies of each communication antenna are placed as depicted in Figure 17.
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Figure 17. Inter-elemental spacing of the 25-port CR MIMO antenna.

The reflection coefficients of all antennas in the proposed 25-port CR MIMO antenna
are depicted in Figures 18–20. An Agilent N5232A PNA-L network analyzer was used
to check the correctness of the antenna. Good isolation between two antennas, without
using any decoupling mechanism, can be attained in four possible cases. In the first case,
low mutual coupling can be attained by placing two antennas in orthogonal fashion. In
the second case, good isolation can be attained between two adjacent antennas that are
similar to each other when the separation between those two antennas is greater than the
one-fourth of the wavelength corresponding to their LBE frequency. In the third case, good
isolation can be attained between two different antennas when the distance between them
is greater than one-fourth of the wavelengths corresponding to their LBE frequencies. In
the fourth case, if two similar antennas are even separated vertically at a distance that is
slightly less than one-fourth of the wavelength corresponding to their LBE frequency, low
mutual coupling can be attained between them. It can be seen from Figures 21–23 that an
isolation of better than 12 dB is attained without using any decoupling mechanisms.
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Figure 20. Plot of (a) S18 18, (b) S19 19, (c) S20 20, (d) S21 21, (e) S22 22, (f) S23 23, (g) S24 24, (h) S25 25. 
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Figure 20. Plot of (a) S18 18, (b) S19 19, (c) S20 20, (d) S21 21, (e) S22 22, (f) S23 23, (g) S24 24, (h) S25 25.
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In the proposed 25-port MIMO antenna system, if any two antennas are considered,
they come under any one of the above four discussed cases. Hence, all the antennas in
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the proposed 25-port CR MIMO antenna system are well isolated. The mutual coupling
of other possible combinations is not shown in Figures 21–23 since two antennas in those
combinations are separated by large distances. So, mutual coupling of better than −15 dB
is guaranteed. Pyramidal horn antenna and the proposed CR MIMO antenna are used as
transmitting and receiving antennas, respectively, in an anechoic chamber while measuring
radiation patterns. A microwave analog signal generator is used to connect the transmitting
antenna. In the far-field region, the designed antenna connected to a coaxial detector is
kept in receiving mode and used as receiving antenna. The far-field patterns of the sensing
antenna are depicted in Figure 24. The communication antennas linked with ports 2, 10
and 18 are illustrated in Figures 25–27, respectively. Dipole-natured patterns and nearly
omnidirectional patterns are attained at low (2.5 and 5 GHz) and high frequencies (7.5 and
10 GHz), respectively, whereas dipole-natured patterns are attained in both the planes in
case of communication antennas. The far-field patterns of the communication antennas
accessed at ports 2, 10 and 18 are similar to that of a dipole antenna at 3 GHz, 6 GHz and
9 GHz, respectively, as depicted in Figures 25–27.
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(h) 10 GHz (YZ).
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Figure 27. Far-field patterns of the communication antenna linked with port 18 at (a) 9 GHz (XZ) and
(b) 9 GHz (YZ).

The slight shifts and little deviations in the resonances of the reflection coefficient
curves may be because of the faults in fabrication of the prototype, material impurities,
and imperfections in soldering and connector losses. However, the measured reflection
coefficients of all the communication antennas in the 25-port MIMO antenna are below
−10 dB in their impedance bandwidths, which indicates that the simulated reflection
coefficient results of the 25-port CR MIMO antenna are in good agreement with the mea-
sured reflection coefficient results. The cross polarization levels of all the antennas in the
proposed antenna are less than −20 dB, as shown in Figures 24–27. It indicates that the
vertically polarized surface currents are more dominant than the horizontally polarized
surface currents in all the antennas in the proposed 25-port CR MIMO antenna. Moreover,
the obtained omnidirectional radiation patterns of all the antennas are well suitable for CR
MIMO applications.

The radiation efficiency and peak gain of the sensing antenna are illustrated in
Figures 28 and 29, respectively. It is seen that the simulated peak gain and radiation
efficiency of the sensing antenna are better than 82% and 2.25 dBi, respectively. The
radiation efficiencies and peak gains of the communication antennas are illustrated in
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Figures 30 and 31, respectively. It is obvious from Figures 30 and 31 that the simulated
peak gains and radiation efficiencies of the sensing antenna are better than 90% and 2.5 dBi,
respectively. The measured peak gains are slightly less than the simulated peak gains
because of substrate losses, magnetic field of the earth and errors in measurement. The
fabricated prototype of the proposed 25-port CR MIMO antenna is provided in Figure 32.
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Figure 32. Fabricated prototype of the 25-port CR MIMO antenna. (a) Top view. (b) Bottom view.

It can be observed from Table 3 that no CR 8-element MIMO antennas appear in
the existing literature. Additionally, the proposed 8-element MIMO antenna achieves
polarization diversity and covers all communication bands from 2.17 to 12 GHz. Moreover,
it does not have any switching elements such as PIN diodes, MEMS, varactor diodes, or
other factors.

Table 3. Comparison of the 25-port CR MIMO antenna with other antennas in the literature.

Ref. Size (mm2)
Range of the

Sensing Antenna
(GHz)

Range Covered by
Communication Antennas

(GHz)

Min.
Isolation

(dB)

n-Element
MIMO Antenna

Reconfiguration
Mechanism

[1] 50 × 100 - 1.42–2.27 12 2 Varactor diodes
[2] 60 × 120 - 3.2–3.9 10 4 Varactor diodes

[3] 109 × 109 2–5.7 2.5–4.2 15 4 PIN and Varactor
diodes

[4] 60 × 40 2.2–7 2.3–6.3 18 2 Varactor diodes

[5] 100 × 120 2.3–5.5 2.5–4.2 15 4 PIN and Varactor
diodes

[6] 60 × 120 1–4.5 0.9–2.6 12.5 2 PIN and Varactor
diodes

[7] 65 × 120 0.72–3.44 A few frequencies in
0.72–3.44 15.5 2 PIN and Varactor

diodes
[8] 52.2 × 35 1.7–10.6 5.1–5.5, 6.6–7.2 and 9.7–10.2 15 2 -
[9] 50 × 110 - 1.73–2.28 and 2.45 10 2 Varactor diodes
[10] 110 × 70 2.45–5.3 2.5–3.6 12 4 Varactor diodes
[11] 152 × 126 2.4–6 5.8–6.3 20 4 PIN diodes
[12] 24 × 25 - 2.4, 3.5, 5.25 25 2 PIN diodes

This work 160 × 160 2–12 All frequencies in 2.17–12 12 8 -
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8. Performance Analysis of the 25-port CR MIMO Antenna

The diversity characteristics of the proposed MIMO antenna can be assessed by the
two parameters diversity gain (DG) and the envelope correlation coefficient (ECC) [27–30].
ECC can be calculated mathematically by using the S-parameters, as shown in Equation
(4). An ideal MIMO antenna system has an ECC of 0. ECC of the proposed 8-element
MIMO antenna is illustrated in Figure 1. DG can be determined mathematically once ECC
is known using the equation given in Equation (1), and its ideal value for a good MIMO
antenna system is 10 dB.

ECC(ρ) =

∣∣Sii
∗Sii+Sji

∗Sjj
∣∣2(

1−|Sii|2 −
∣∣Sij
∣∣2)(1−

∣∣Sji
∣∣2 − ∣∣Sjj

∣∣2) (4)

ECC(ρ) =

∣∣∣∣∣s4π [Fi(θ, f)∗Fj(θ, f)
]
dΩ

∣∣∣∣∣
2

s

4π
|Fi(θ, f)|2dΩ

s

4π

∣∣Fj(θ, f)
∣∣2dΩ

(5)

where i, j ∈ N, i < j, j ≤ 4, Fi(θ,∅) is nothing but the far-field pattern of the antenna when
port i and port j are excited, and * denotes the Hermitian product. However, calculation
of ECC using far-field patterns is very tedious. After ECC is calculated, DG in dB can be
determined using Equation (6).

Diversity Gain (dB) = 10×
√

1− |0.99ρ|2 (6)

The quality of the proposed 25-port CR MIMO antenna system can be assessed by
another crucial parameter called channel capacity loss (CCL). When the number of an-
tennas increases, channel capacity increases under certain conditions without increasing
transmitted power or bandwidth. However, channel capacity decreases when a correlation
between the links exists. Additionally, as the correlation increases, CCL increases. CCL can
be calculated from the equation [27–30] given below.

Closs = − log2 det
(

ΨR
)

(7)

where ΨR represents correlation matrix of the receiving antenna. Its matrix representation
is given below.

ΨR =

(
ρ11 ρ12
ρ21 ρ22

)
(8)

ρii= 1− |Sii|2 −
∣∣Sij
∣∣2 and ρij = −

(∣∣Sii
∗Sij+Sji

∗Sjj
∣∣) (9)

It is evident from Figure 33 that the ECC of the proposed 25-port CR MIMO antenna
is less than 0.42 and DG of the proposed 25-port CR MIMO antenna is more than 9.1 dB.
It can also be clearly seen that the CCL of the proposed 25-port CR MIMO antenna is less
than 0.46 bits/s/Hz, as illustrated in Figure 34. Since the acceptable level of ECC and CCL
of a good MIMO are 0.5 and 0.5 bits/s/Hz, the proposed 25-port CR MIMO antenna is well
suitable for CR MIMO applications.



Electronics 2023, 12, 330 20 of 25

Electronics 2022, 11, x FOR PEER REVIEW 22 of 27 
 

 

It is evident from Figure 33 that the ECC of the proposed 25-port CR MIMO antenna 

is less than 0.42 and DG of the proposed 25-port CR MIMO antenna is more than 9.1 dB. 

It can also be clearly seen that the CCL of the proposed 25-port CR MIMO antenna is less 

than 0.46 bits/s/Hz, as illustrated in Figure 34. Since the acceptable level of ECC and CCL 

of a good MIMO are 0.5 and 0.5 bits/s/Hz, the proposed 25-port CR MIMO antenna is 

well suitable for CR MIMO applications.  

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 

Figure 33. ECC and DG of the 25-port CR MIMO antenna. (a) ECC 29, ECC 34, ECC 10 11 and ECC 

19 20(b) ECC 45, ECC 56, ECC 13 14 and ECC 21 22 (c) ECC 67, ECC 78, ECC 89 and ECC 23 24 (d) 

DG 29, DG 34, DG 10 11 and DG 19 20 (e) DG 45, DG 56, DG 13 14 and DG 21 22 (f) DG 67, DG 78, 

DG 89 and DG 23 24 

Figure 33. ECC and DG of the 25-port CR MIMO antenna. (a) ECC 29, ECC 34, ECC 10 11 and ECC
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29, DG 34, DG 10 11 and DG 19 20 (e) DG 45, DG 56, DG 13 14 and DG 21 22 (f) DG 67, DG 78, DG 89
and DG 23 24.

The total active reflection coefficient (TARC) is one of the crucial parameters to evaluate
the diversity performance of the antenna. It is nothing but the ratio of total incident power
to the total power that is outgoing when a multiport antenna system is present. It can be
calculated using the Equation (10) given in [27].

TARC =

√
∑N

k=1|bk|2√
∑N

k=1|ak|2
(10)
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where |a| is the excitation parameter and |b| is the scattering parameter in Equation (10). In
order to check the effect of TARC on the 10 dB return loss bandwidth of the communication
antennas, the proposed MIMO antenna is integrated with an ideal phase shifter in which
scan angle is changed from 45◦ to 180◦. It is obvious from Figure 35 that TARC for all
8-element communication antennas is less than −10 dB. So, it is confirmed that all the
power that is delivered is accepted by the other antenna element without affecting the
10 dB return loss bandwidth of 8-element MIMO communication antennas.

Mean effective gain (MEG) is another important parameter to assess the diversity
performance of the antenna in wireless channels. It ascertains the antenna element’s ability
to accept electromagnetic signals in the presence of rich fading channels. Practically, it
ranges from −3 dB to −12 dB for a MIMO antenna with good diversity performance. It is
evident from Figure 36 that the MEG for all MIMO communication antennas is less than
−3 dB. So, it can be concluded that the 8-element MIMO communication antennas is a
promising candidate for CR MIMO applications.
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9. Conclusions

In this article, a CR-integrated antenna system, which can perform maximum of three
communication operations, has been presented to improve spectrum utilization efficiency.
The sensing antenna linked to port 1 was able to sense the spectrum that ranges from 2
to 12 GHz, whereas the communication MIMO antennas linked with ports 2 to 9, ports
10 to 17 and ports 18 to 25 perform operations in the 2.17–4.74 GHz, 4.57–8.62 GHz and
8.62–12 GHz bands, respectively. Mutual coupling in the proposed CR MIMO antenna
was less than −12 dB. Peak gain and radiation efficiency of the sensing antenna are found
to be better than 2.25 dBi and 82%, respectively, whereas the peak gains and radiation
efficiencies of all communication antennas were more than 2.5 dBi and 90%, respectively. It
is inexpensive, easily implementable and has less complexity compared to the traditional
reconfigurable CR MIMO antennas. Additionally, it can overcome all the drawbacks that
are associated with reconfigurable CR MIMO antennas. Its performance has also been
assessed by evaluating ECC, DG, CCL, TARC and MEG. The simulated and measured
ECC, DG, CCL, TARC and MEG are within their acceptable limits. Hence, the proposed
CR MIMO antenna is a promising candidate for CR MIMO applications.
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A B S T R A C T   

One of the major constraints for mobile relay networks is energy-efficient communication owing to the restricted 
battery power of user terminals. Among them, the production method is cooperative cellular networks that focus 
on enhancing the data rate, network reliability, and network system capacity and also improving the spectrum 
resources in the Fifth Generation (5 G) networks. Thus, recent research works investigate the selection of mobile 
relays in vehicular networks and also the relay selection in cooperative communication. Here, the mobile relay is 
selected by the base station (operator) for every mobile user for reducing the cost with improved data rates and 
reducing the total transmission power. The selection of relay is performed by considering the benefits or utilities 
offered to three players such as mobile relay, mobile user, and operator. Conventional relay node selection 
approaches face challenges regarding reduced network lifetime, delay, increased energy consumption, and 
collusion attacks. For next-generation wireless networks, both energy efficiency and capacity are vital. To cope 
with these problems, a new multi-objective derived energy efficient accurate selection of relay in multi-hop 
cooperative cellular communication in the vehicular network through a hybrid heuristic strategy is imple-
mented. The conventional approaches are utilized for probability-based multi-hop broadcasting for low latency. 
On the other hand, the major demerits of cellular communication are developing an effective multi-hop 
communication strategy that generates hidden node problems, and also it decreases the speed of the vehicles 
and the lack of infrastructure in network topology. Thus, this paper aims to propose a hybrid optimization model 
to choose the lowest count of multi-hops among the source and destination for the cooperative cellular vehicular 
communication network. The major issue well thought-out here is accurately choosing the count of hops or relays 
for appropriate communication, which is carried out through the multi-objective function regarding link reli-
ability, energy consumption, outage probability, mobility factor, and transmission delay of the system. The 
adoption of the new hybrid algorithm with the aid of the Best Fitness-derived Crow Tunicate Swarm Optimi-
zation (BF-CTSO) algorithm is designed as the major contribution for optimally selecting the multi-hops between 
source and destination in a cooperative cellular communication network. Numerical results show that the pro-
posed energy-efficient cooperative communication system outperforms traditional methods.   

1. Introduction 

Nowadays, the utilization of smart devices is emerging vastly, 
particularly in vehicular infrastructure, where they do not satisfy the 
demand for high data transmissions [1]. Even though there is a 
considerable increment in data transmission rates when compared with 
the first-generation mobile network, there is an urge in the requirement 
of services and data rates that is a big challenge and needed to be 
addressed in recent days. Thus, cooperative communication is a recent 
and essential paradigm that provides diversity, spectrum efficiency, 

system capacity, network coverage, and a higher data rate in hetero-
geneous networks, and uses the broadcast nature of wireless networks 
[2]. Cooperation has occurred while the relay helps in the transmission 
from source to destination. For example, for increasing the capacity and 
network coverage, the fixed relays are installed in a deterministic 
manner in various positions such as buildings and towers [3] that offers 
services during busy hour. On the other hand, there are various cir-
cumstances in real-time applications, where there is a need of offering 
good quality service to a large number of users. The fixed relays do not 
give guaranteed service in non-uniform circumstances, so, the moving 
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relays are more economically appropriate than fixed relays and are 
utilized to share the traffic of congested cells [4]. Thus, moving relays 
are preferred concerning power consumption and deployment cost [5]. 
Though, various incentives and benefits must be offered for making 
them cooperate. The mobile relays may be static or randomly moving in 
any direction as the mobile users perform like mobile relays [6]. Addi-
tionally, there might be various numbers of mobile users, which can act 
as mobile relays for performing the transmission. On the other hand, in 
cooperative communication, the cautious selection of relays is more 
necessary to guarantee the effective transmission of packets [7]. 
Consequently, in cooperative communication, the most complicated 
problem is choosing a mobile relay when ensuring players benefits from 
their shared resources. 

The fundamental concept of cooperative communications is that a 
virtual antenna array is acted as relay node for helping a source node for 
forwarding its information to its destination by utilizing the broad-
casting nature of wireless channels [8]. The relationship between 
cooperative communication and security is to protect the MIMO system 
from active compromised nodes by securing the key management sys-
tems as a cryptographic approach. Moreover, the security protocol helps 
the MIMO system to process in high consumption. The secured CC 
transmission is utilized to minimize the computation time. The security 
protocol helps to improve secrecy and shows the efficiency of coopera-
tive transmission [9]. In general, there are two cooperative communi-
cation modes “Decode-and-Forward (DF) and Amplify-and-Forward 
(AF)” which are presented with the variation in how the relay node 
processes the received signal [10]. The major problem in cooperative 
communications is choosing suitable relays for enhancing system effi-
ciency. In recent days, a semi-distributed user relaying technique is 
suggested, where the decision is made by every relay node on their 
realistic relayed nodes individually. Cooperative beamforming-based 
transmission strategies are carried out to minimize the total energy 
consumption [11]. One of the promising technologies is cooperative 
relaying which aims to increase the effectiveness of a wireless system 
through several mechanisms like beamforming effects or increased 
spatial diversity [12]. These strategies can enhance the total throughput 
and the spectral efficiency of the complete system. Though, utilization of 
these methods usually results in higher power consumption [13]. 

Thus, relay approaches are necessary for cellular networks and 
improved the energy-efficiency since they show superiority to various 
methods for profitable and sustainable businesses, and commercial 
sense for operators [14]. The average energy efficiency of the relaying 
approaches may be restricted as the relays take more power and system 
resources. Hence, the major problem in the relaying system is to 
formulate whether a two-hop transmission is essential [15]. On the other 
hand, it is also necessary for selecting a relay between various candi-
dates for maximizing the cooperation features for the entire system or 
the user [16]. The relay selection is broadly discussed in recent studies. 
The wireless communication system is rapidly developing however; 
some of the physical constraints have challenges. In general, the most 
complicated issues for the research are battery capacity, channel fading, 
and limited bandwidth which must address [17]. Cooperative commu-
nication is a more eminent technique for improving the wireless network 
quality of service capacity of data transmission and enhancing the bat-
tery lifetime. While considering the relay selection, the power losses 
must be eradicated, and performed the data transfer [18]. This paper 
plans to suggest a novel multi-hop cooperative cellular communication 
particularly for vehicular communication through a hybrid heuristic 
strategy. 

The highlights of this research are illustrated here.  

• To carry out new research work on multi-objective derived multi-hop 
cooperative cellular communication through a hybrid heuristic 
strategy for maximizing the performance in terms of energy-efficient 
relay selection. It helps to improve the energy efficiency of the multi- 

hop cooperative cellular communication system without any path 
loss. 

• To implement a heuristic strategy termed BF-CTSO with the inte-
gration of Crow Search Algorithm (CSA) and Tunicate Swarm Al-
gorithm (TSA) techniques for selecting the number of relay nodes, 
especially for communication. The hybridized BF-CTSO is utilized to 
achieve the optimal solution and also it is used to achieve a better 
convergence rate.  

• To derive the multi-objective function regarding various metrics 
such as link reliability, mobility factor, energy consumption, outage 
probability, and transmission delay for “optimal relay selection in 
multi-hop cooperative cellular communication” network. The gen-
eration of a multi-objective function is utilized for reducing energy 
consumption.  

• To validate the efficacy of the designed multi-hop cooperative 
cellular communication model with diverse performance measures 
by estimating with conventional algorithms to demonstrate the su-
periority of this research work. The result analysis visualizes the 
achievements of the suggested method and also portrayed the issues 
of baseline approaches. 

The remaining parts of this paper are ordered here. Segment II dis-
cusses the existing research works. Segment III demonstrates a design of 
a hybrid heuristic strategy for energy-efficient optimal relay selection. 
Segment IV formulates the multi-objective derived “energy efficient 
optimal relay selection” in multi-hop cooperative cellular communica-
tion. Segment V specifies the system model and cooperative mechanism 
in multi-hop cooperative cellular communication. Segment VI estimates 
the results. Segment VII shows the conclusion. 

2. Literature works 

This section analyzes the recent research approaches on cooperative 
communication networks with newly suggested algorithms along with 
the advantages and challenges of those studies. We have analyzed the 
given baseline approaches to show the improvements of this proposed 
method. 

2.1. Related research studies 

In 2020, Mohanakrishnan and Ramakrishnan [19] have considered 
the major aim of achieving effective transmission goals for any class of 
network. A routing protocol was integrated into cognitive radio tech-
nology to offer effective channel allocation. A tree-based structure was 
used for routing protocol for effective routing among and within net-
works. They have modified the tree routing protocols with the incor-
poration of an effective optimized strategy. A novel Genetic Whale 
Optimization Algorithm (GWOA) was implemented for transmission to 
select a root channel. The channels were disabled while the chosen root 
channel has become active. The Modified Cognitive Tree Routing Pro-
tocol (MCTRP) was implemented as a new objective in the recom-
mended approach. This routing protocol has allocated the spectrum for 
satisfying the requirement of efficient channel usage, reduced the 
inherent delay, and maximized their transmission efficiency. They have 
performed effective channel utilization and minimized the overheads 
while estimating with the traditional protocols. 

In 2022, Narayan et al. [20] designed a novel “Quantum Atom 
Search Optimization coupled with Blockchain aided Data Transmission 
(QASO-BDT) scheme” with security-derived data transmission for per-
forming the relay node selection. This model has utilized three phases 
“registration, clustering, and transmission”. Firstly, a capillary gateway 
was used for registering each sensor node in the blockchain network 
during the node registration process. Then, the selection of cluster head 
was performed, and suggested an enhanced multi-view clustering 
scheme for clustering the nodes into several clusters in the clustering 
phase. Lastly, the QASO was used in the multi-hop transmission phase 
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for multi-hop transmission with the help of the optimal selection of relay 
nodes, and the security in the system was ensured by performing the 
blockchain-based transaction. The designed framework was experi-
mented with in the MATLAB platform and achieved superior perfor-
mance regarding metrics like reduced energy value and throughput and 
also guaranteed security in comparison with conventional methods. 

In 2017, Wu et al. [21] examined a new “Energy Harvesting-Wireless 
Sensor Networks (EH-WSN)” for performing energy-efficient coopera-
tion by jointly optimizing the relay selection and power allocation 
strategy. This suggests that EH-WSN has aimed for enhancing the energy 
efficiency of every node in a clustering scheme. Firstly, they have 
evaluated the impacts of cooperative communication, and further, they 
have considered the energy sustainability of each node. They have 
equated an online optimization issue for solving near-optimal solutions 
with lower computational complexity. The outstanding efficiency was 
noticed by the designed model through the performance evaluation 
regarding average working utility and transmitting power allocation. 
Moreover, this recommended joint optimization algorithm has out-
performed different applications. 

In 2016, Xu et al. [22] implemented an “Energy Awareness Optimal 
Relay Selection (EAORS) design” for determining the count of optimal 
relays by deriving a weighted objective function by taking energy con-
sumption in both cooperative transmission and the spectrum sensing 
phases under the requirements of “secondary cooperative transmission 
Bit Error Rate (BER)” and global misdetection requirement. This method 
has concentrated on investigating the tradeoff between energy efficiency 
and detection accuracy and have constructed a weighted convex func-
tion as an objective function regarding relay numbers. They have solved 
the nonlinear convex problem for obtaining the best relay numbers. The 
EAORS scheme has shown the efficiency of the designed model 
regarding energy consumption analysis. 

In 2015, Li et al. [23] derived the “double auction theory” to address 
the best relay formulation issue. They have focused on enhancing the 
efficiency of cell-edge users by optimizing energy efficiency. This opti-
mization issue was solved by the existing standard algorithm. The 
simulation outcomes have verified that the efficiency of EE-MWM was 
examined regarding metrics like social welfare, capacity, and energy 
efficiency. This model has augmented the efficiency of cooperative 
cellular networks while estimating with traditional approaches. 

In 2021, Hayati et al. [24] have taken “cooperative multicast D2D 
communication with NC”, where the relay was taken as femtocell base 
stations. This model has focused on maximizing energy efficiency for 
power allocation and relay selection. A new solution was provided by 
the designed model for performing network-coded cooperative D2D 
transmission and has considerably maximized the energy efficiency and 
spectral efficiency estimating with other approaches. 

In 2010, Wei et al. [25] suggested a new cooperative cellular system 
with the recommendation of energy-efficient relaying strategies by 
choosing mobile relays with asymmetric traffic. This model has formu-
lated the total energy consumption. Moreover, they have implemented a 
“Joint Uplink and Downlink Relay Selection (JUDRS)” scheme for 
minimizing the total energy consumption with an optimal selection of 
relays. In addition, they have examined the energy-efficient cooperation 
regions and discovered the optimal relay position with asymmetric 
traffic for systems. In addition, the simulation results have shown an 
important energy efficiency gain of the designed technique while esti-
mating the best harmonic mean selection and previous best worse 
channel selection algorithms. They have exploited the “Diversity--
Multiplexing Tradeoff (DMT)”. The recommended approach has ach-
ieved full spatial diversity in the amount of cooperating terminals in this 
network 

In 2019, Sharfeen et al. [26] presented an auction-based strategy for 
selecting relays in cooperative communication. Thus, they have derived 
the utilities of three players. This model has introduced a centralized 
“Predicted Mobility Based Profitable Relay Selection Algorithm 
(PMPRSA)” by considering the random waypoint mobility model along 

with the usage of auction theory for selecting a mobile relay. The 
experimental analysis has shown that the implemented PMPRSA strat-
egy has chosen a mobile relay and provided elevated data rates and 
offered incentives to all the players. 

In 2018, Sharfeen et al. [27] presented a bio-inspired unicast routing 
protocol for vehicular ad hoc networks. The selection of cellular 
attractor technique has been utilized to choose the next hops. The author 
has introduced a new routing protocol, which was utilized to alter the 
complicated dynamic platform with the help of routing reaction packets. 
The multiattribute decision-making scheme has been implemented to 
eliminate the count of unnecessary candidates for the selection of the 
next hop. Finally, the empirical findings have revealed its advanced 
performance. 

In 2018, Sharfeen et al. [27] studied the issues of distributed infor-
mation estimation. It has based on some of the existing network-aided 
applications, like optimization, cooperative localization, and distrib-
uted surveillance. The statistics have been introduced as a signal 
constraint, which has finite states related to a particular probability. The 
author has developed an adaptive distributed information fusion scheme 
to improve the local Bayesian rule-aided upgrading process. 

2.2. Research gaps 

Some of the recent research works are studied in cooperative 
communication networks.  

• MCTRP [19] reduces the overhead of the network and guaranteed 
efficient channel utilization and has superior channel utilization 
capacity. It does not secure the designed model. In this present work, 
the relay selection process is utilized for secure transmission.  

• QASO-BDT [20] has reduced the end-to-end delay and energy value 
and has maximized the lifetime of the nodes and achieved a higher 
throughput. This model does not discover the data paths for various 
relay nodes in dynamic MANET. The discovery of the data paths for 
various relay nodes in dynamic MANET will be considered an up-
coming work. 

• The joint optimization algorithm [21] has reached maximum preci-
sion and reached near optimal relay node selection and saving the 
efficiency of the model. This model does not solve the system outage 
probability. The outage probability analysis regarding nodes and 
field dimension variation is shown in the result analysis for this 
present work and exhibited higher performance.  

• Compressed sensing [22] has offered a superior tradeoff between 
energy efficiency and accuracy and observes higher overhead. The 
experimental results confirmed that the efficiency of this present 
work is higher than the other approaches and thus, it reduces 
overhead.  

• EE-MWM [23] gets superior efficiency of the cooperative cellular 
networks and ensures lower energy consumption among both relay 
users and source users. There is a need of enhancing the performance 
while matching one relay user with one CEU. The performance 
improvement while matching one relay user with one CEU will be 
taken as future work. 

• Monte Carlo simulation [24] considerably improves the spectral ef-
ficiency and energy efficiency while estimating heterogeneous 
cellular networks and reduces the interference on femtocell networks 
regarding cooperative communication. Though, while considering 
the real scene, achieving accurate Channel State Information (CSI) is 
complicated. The investigation of the accurate CSI will be taken as 
future work.  

• JUDRS [25] increases the considerable energy efficiency gain using 
the designed approach and minimizes the energy consumption of the 
network. It achieves a higher transmission error rate. The experiment 
shows that the error rate has lower than the other approaches.  

• PMPRSA [26] offers a higher data rate and selects the optimal mobile 
relay. It does not focus on computing utilities for various operators 
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and does not focus on implementing multiple hexagons. The imple-
mentation of multiple hexagons has been considered an upcoming 
work. 

3. A design of a hybrid heuristic strategy for accurate selection 
of relay with energy efficiency in multi-hop cooperative cellular 
communication 

This section gives a detailed description of a new BF-CTSO algorithm 
along with a summary of the relay selection scheme in cooperative 
cellular communication. 

3.1. Selection of relay scheme in multi-hop vehicular communication 

In this designed multi-hop vehicular cooperative communication 
model, the selection of optimal relays is done by suggesting a novel BF- 
CTSO algorithm to maximize the efficiency of the communication and 
secrecy capabilities of cooperative strategy. The optimal relay selection 
scheme is also denoted as a designed Two-Round Relay Selection (2- 
RRS), in the initial step, a group of relays selection is done that can 
decode the source statistics. Accordingly, the selection of an accurate 
relay is forwarded to the recorded statistics to the target in the first 
round of selection. Generally, the relay selection is performed by taking 
two modules such as the “control module and transmission module”. 
The source node confirms that the buffer is empty or not in the control 
module. While it is noticed as empty, it is assigned as idle; otherwise, the 
handshake messages known as control frames are forwarded by the 
source node for performing the communication. After getting the 
handshake messages from the source node, the destination node ex-
changes the handshake messages with the utilization of advanced 
positioning algorithms [28] such as “Inertial Measurement Unit (IMU), 
Global Positioning System (GPS)”, assisted GPS, and differential GPS. 
Finally, it determines the re*relays for engaging in cooperation via the 
“communication distance” between the source and destination. 

In addition, the data frames are communicated in the transmission 
module by the source node in of Omni-directional broadcasting way 
while the destination performs the decoding of the data frame in a 
precise manner. At last, the transmission [29] of the data frame is done 
by the source node in the consequent Automatic Repeat Request (ARQ) 
round. On the other hand, the target node evaluates the ARQ roundrq. 
While it is observed lesser than the maximum value ofQ, it retransmits 
the messages or else it broadcasts a negative response via destination, 
and then, the value of rqis taken as 0. During the retransmission phase, 
the relays work in DF mode and the source node forwards the data frame 
and which is effectively decoded by tp − out-of-relaysre*. Consequently, 
the data frame is retransmitted via the starting node in the consequent 
ARQ round whiletp = 0 otherwise the data frames are accordingly 
broadcasted to the target bytp − relays, wherere = 1, 2, 3, ⋅⋅⋅, tp. Further, 
tp − relays continuously perform the retransmission process until Q 
reaches or receive an acknowledgement from the destination. 

3.2. Hybrid BF-CTSO algorithm 

A new algorithm called the BF-CTSO algorithm is implemented for 
selecting the optimal multi-hop relays in a cooperative cellular 
communication model to solve the multi-objective function. The optimal 
relay selection helps in minimizing the transmission delay and network 
energy consumption and increase the throughput with a better conver-
gence rate. 

This BF-CTSO algorithm is developed from the inspiration of both 
TSA and CSA techniques. TSA gives various benefits in recent research 
works like efficiency in handling the computational complexity and time 
complexity and getting optimal outcomes regarding robustness. How-
ever, TSA suffers from premature convergence and a lower convergence 
rate to address the limitations of TSA and reach a superior convergence 
speed, CSA is adopted in this paper due to its features like simpler 

implementation, efficiency in finding feasible solutions, and get better 
convergence rate. Finally, the BF-CTSO algorithm solves the conver-
gence issue and local optima issue and attains better development. 

This BF-CTSO algorithm is implemented by recommending a new 
formation for the social forces between search agents F→of TSA tech-
nique with the help of initial speeds and subordinate speeds and also 
recent fitness functionFs(j) whereas F→is updated in conventional TSA by 
only taking the initial speeds and subordinate speeds with the random 
number. The fitness-assisted parameter helps in efficiently updating the 
solutions. The formulation of the social forces between search agents F→

is derived in Eq. (1), which replaces the conventional derivation in Eq. 
(3). 

F→=
[Zmax − Zmin]

Fs(j)
(1) 

It F→≤ Fsbest(j)is verified, then the search individuals are updated by 
TSA, otherwise, the upgrading is executed by CSA in the designed BF- 
CTSO algorithm. 

TSA [30] is a “bio-inspired meta-heuristic optimization” technique, 
which is attracted to the behavior of the swarming nature of tunicates 
and jet populations during foraging and navigation procedures. Tuni-
cates are one of the animals in the ocean and bright bio-luminescent 
nature that produces a pale green-blue light. Every tunicate is a few 
millimeters in size. TSA proves its efficiency in addressing engineering 
design problems and solving traditional optimization algorithms. Tuni-
cate has the capability of discovering the source of food in the ocean. 
Though, they do not aware of the food location in the specific search 
area. For this purpose, the swarm intelligence and jet propulsion be-
haviors are modeled. A tunicate must satisfy three factors for modeling 
the jet propulsion constraint, which is eradicating the conflicts among 
search individuals, motion to the location of the optimal search agent, 
and persisting closer to the optimal search individual. The optimal best 
solutions are attained by updating the locations of other search in-
dividuals by taking the swarm behavior. The mathematical modeling of 
three conditions is formulated here.  

(i) “Avoiding the conflicts between search agents”: This 
behavior is modeled to determine the position of novel search 
individuals with the aid of a vector S→as formulated in Eq. (2). 

S→=
V→

F→
(2)  

F→= [Zmin + a1⋅Zmax − Zmin] (3)  

V→= a2 + a3 − W→ (4)  

W→= 2⋅a1 (5)   

In the aforementioned conditions, the constants are framed asa1, 
a2anda3in range of [0, 1], and the ocean’s water flow advection is 
defined as W→, the social forces among candidates are mentioned as F→, 

and the gravity force is specified asV→. The initial speeds and subordinate 
speeds are corresponding specified as ZminandZmax, that is assigned in 
the bounding limit of 1 and 4, respectively, 

(i) “Propagation with regards to the location of better candi-
dates”: After eradicating the conflicts among the search in-
dividuals, the individuals are forwarded in search space to reach 
the location of optimal neighbors, which is done by finding the 
“distance among as the food source” and search individual that is 
specified as B→and formulated in Eq. (6). 
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B→=

⃒
⃒
⃒Y
→

− crn⋅ Z→tuni(j)
⃒
⃒
⃒ (6)   

Here, the tunicate position is noted as Z→tuni(j)atjthiteration, the vari-
able Y→is defined as the location of the food source, and an arbitrary 
numerical lie in the limit of [0, 1] is denoted ascrn.  

(i) “Convergence towards the best candidate”: The food source or 
the best candidate is found by maintaining their position as 
equated in Eq. (7). 

Z→tuni(j) =
{

Y→+ S→⋅ B→ if
Y→− S→⋅ B→ if

crn ≥ 0.5
crn < 0.5 (7)   

Here, the new position of tunicates owing to the food source position 
is denoted as Z→tuni(j

′

).  

(i) “Swarm behavior”: The mathematical formulation of swarm 
behavior is formulated in Eq. (8). 

Z→tuni(j+ 1) =
Z→tuni(j) + Z→tuni(j + 1)

a1 + 2
(8)   

The final position will be attained in a random location within a cone 
or cylindrical shape that is described by the location of the tunicate. 

It F→ > Fsbest(j)is verified, then the search individuals are updated by 
CSA in the designed BF-CTSO algorithm. 

CSA [31] is inspired by the intelligent nature of crows, and it is a 
“population-based approach” performs by considering the concept of 
storing the crow’s excess food in safe places and they get it while it re-
quires the food. This algorithm reveals competitive performance by 
achieving superior outcomes while evaluating conventional methods. 
Crows (corvids or crow family) represent the characteristics of an 
intelligent bird and it is also a greedy bird as they follow every other for 
getting optimal food sources. Moreover, crows observe other birds and 
notice where they preserve their food and then, they steal it without 
their knowledge. Then, they protect themselves from other birds. Some 
of the characteristics of CSA have to be studied to formulate the CSA. 
They live in flocks, have the capability of memorizing the location of 
their hiding places, crow follow other crows or birds to perform thiev-
ery, and finally, they protect themselves from catching as being pilfered 
through probability. 

CSA is initialized by considering several crows in a dm − dimensional 
infrastructure, where theith crow’s position at jthiteration in the search 
area is denoted asZi,j, wherei = 1, 2, 3, ⋅⋅⋅, Nsand j = 1, 2, 3, ⋅⋅⋅, jmaxthe 
number of crows is indicated asNs. Every crow consists of a memory, 
where they have memorized the location of their hiding place. The 
location of the hiding place of iththe crow at jthiteration is denoted asHi,j, 
which is also known as the optimal or best solution attained so far. 

It is assumed that crowktries to explore their hiding location at 
jthiteration. Consequently, the crow iopts to go after the crow kfor 
approaching and knowing the hiding location of the crowk. Thus, there 
will be two states that may occur. 

State 1: Crow iopts to go after crow k for knowing the hiding location 
of crowkwithout their knowledge. For this case, the new location of the 
crowiis formulated in Eq. (9). 

Zi,j+1 = Zi,j + rni × lf i,j ×
(
Hi,j − Zi,j) (9) 

Here, the flight length atjth the iteration of ithcrow is denoted aslfi, 
jand a random number with the range between [0, 1] is denoted asrni. 

State 2: Here, the crowkaware of the following strategy of crow iand 
decides to protect their hiding place from the crow iby fooling them by 
moving to a false location. 

Fig. 1. Flow diagram of the offered BF-CTSO algorithm.  

Fig. 2. Optimal relay nodes selection in the designed vehicular network using 
BF-CTSO algorithm. 
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The determination of state 1 and state 2 is done by a random number 
and also the awareness probability, which is jointly derived in Eq. (10). 

Zi,j+1 =

{
Zi,j + rni × lf i,j ×

(
Hi,j − Zi,j) rni ≥ ρi,j

Random location else (10)  

Here, the” awareness probability of crow” iat jthiteration is specified asρi, 

j. 
The proposed BF-CTSO algorithm works by initializing the popula-

tion of search agents. Secondly, the maximum number of iterations and 
initial parameters are chosen. Thirdly, the fitness Fsof every search in-
dividual is computed. Then, the optimal candidate is found in the 
specified search area once determining the fitness value. The position of 
every search agent is updated by either CSA or TSA technique by 
updating the value F→. Alter the updated search individual that moves 
beyond the bounding range of a particular search space. Determine and 
update the search agent when there is a better solution. Finally, it ver-
ifies the termination condition and stops the execution of the algorithm, 
or else, the algorithm will be executed. The “pseudo code of the offered” 

BF-CTSO algorithm is shown in Algorithm 1. 
The flow diagram of the designed BF-CTSO algorithm is given in 

Fig. 1. 

4. Multi-objective derived energy efficient optimal relay 
selection in multi-hop vehicular communication 

This part discusses the multi-objective function derived for cooper-
ative vehicular networks along with the description of various 
constraints. 

4.1. Objective function on relay optimization 

In this designed “energy efficient optimal selection of relay” strategy 
in the multi-hop vehicular network, a new algorithm named BF-CTSO is 
implemented to get the optimal relays between the source and desti-
nation nodes for enhancing communication with various constraints. 
This optimal relay selection is done by resolving the fitness function 
regarding various parameters like link reliability, mobility factor, and 
energy consumption, outage probability, transmission delay. Eq. (11) 
derives the objective of the designed vehicular network with a relay 
selection scheme. 

Fs = argmin
{MRre}

(

Oout +EC+MOF+ Tj+
1
LR

)

(11) 

In Eq. (11), the total number of relays used for the optimization is 

Fig. 3. A system model of a multi-hop cooperative vehicular communication 
network with a wiretap channel. 

Table 1 
Advantages and issues of existing cooperative communication networks.  

Author [citation] Technique Benefits Issues 

Mohanakrishnan and 
Ramakrishnan [19] 

MCTRP  • It reduces the overhead of the network and guarantees 
efficient channel utilization.  

• It has superior channel utilization capacity.  

• It does not secure the designed model. 

Narayan et al. [20] QASO-BDT  • It has reduced the end-to-end delay and energy value.  
• It has maximized the lifetime of the nodes and achieved a 

higher throughput.  

• This model does not discover the data paths for various 
relay nodes in dynamic MANET. 

Wu et al. [21] Joint optimization 
algorithm  

• It has reached maximum precision and reached near 
optimal relay node selection.  

• It saves the efficiency of the model.  

• This model does not solve the system outage probability. 

Xu et al. [22] Compressed 
sensing  

• It has offered a superior tradeoff between energy efficiency 
and accuracy.  

• It observes higher overhead. 

Li et al. [23] EE-MWM  • It gets superior efficiency to the cooperative cellular 
networks.  

• It ensures lower energy consumption among both relay 
users and source users.  

• There is a need of enhancing the performance while 
matching one relay user with one CEU. 

Hayati et al. [24] Monte Carlo 
simulation  

• It considerably improves the spectral efficiency and energy 
efficiency while estimating heterogeneous cellular 
networks.  

• It reduces the interference in the femtocell network 
regarding cooperative communication.  

• Though, while considering the real scene, achieving 
accurate CSI is complicated. 

Wei et al. [25] JUDRS  • It increases the considerable energy efficiency gained using 
the designed approach.  

• It minimizes the energy consumption of the network.  

• It achieves a higher transmission error rate. 

Sharfeen et al. [26] PMPRSA  • It offers a higher data rate.  
• It selects the optimal mobile relay.  

• It does not focus on computing utilities for various 
operators and does not focus on implementing multiple 
hexagons.  

Table 2 
Simulation parameters utilized for Cooperative cellular network.  

Parameters Values 

Total number of iterations 100 
AL 2, 3 
KL 5 frames/second 
Communication range of antennas 1000 m 
Number of population 10 
sr 0.5 bits/slot/Hz 
χ 105dB 
Number of relay nodes 50 
Number of nodes [50, 100, 150]  
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indicated asMRre, and it is allocated among [1,RE]. Further, the con-
straints considered for deriving the multi-objective function are shown 
here, where outage probability is specified asOout, the energy con-
sumption is specified asEC, link reliability is given asLR, and the trans-
mission delay Tjand mobility factor are shown asMOF. These parameters 
are derived in the upcoming sections. 

The major goal of a cooperative vehicular network is to choose the 
multi-hops among the source and destination with the aid of the BF- 
CTSO algorithm, so, the unnecessary relay nodes or eavesdropper 
nodes are eradicated from the network. The optimal relay node selection 
in the designed vehicular network is illustrated in Fig. 2. 

This diagrammatic illustration helps in understanding the relay se-
lection strategy in the cooperative cellular communication model. 

4.2. Constraints for multi-objective function 

This proposed multi-hop relay selection in a vehicular communica-
tion network performs by selecting the number of relays by deriving the 
multi-objective function regarding constraints like link reliability, 
mobility factor, energy consumption, outage probability, and trans-
mission delay, which are discussed here. 

Link reliability [32]: “Link reliability” LRis described as "the pos-
sibility that a straight transmission link among two nodes will keep on 
constantly presented over a particular period". The value LRis deter-
mined in Eq. (12). 

LR =

∫ti+Tifz

ti

ff (Ti)dti if Tifz > 0 (12) 

Here, the continuous availability of a particular connection is known 
asTifz, and the probability density function of the communications 
period (Ti) is denoted asff(Ti). 

Average transmission delay [33]: It is described as the “average 
total transmission time per a data frame”. Here, one frame requires to be 
broadcastedEP[TjDN(AL,re)] times on average before it is precisely 
reached by the destination under the relay numberreand arbitrary 
maximum transmission numberAL, where the source broadcasts the first 
EP[TjRE(AL,re)]times. Therefore, the formulation Tj(AL, re)is derived in 
Eq. (13). 

Tj(AL, re)

=
υ⋅EP[TjRE(AL, re)] + EP[TjDN(AL, re)] − EP[TjRE(AL, re)]

KL

(13)  

EP[TjDN(AL, re)] =
∑AL

is=1
is⋅ρr(TjDN = is) (14)  

ρr(TjDN = is) =

⎧
⎨

⎩

1 − ρr
(
SNDNout,1

)

ρr(TjDN = îs)
ρr(TjDN = AL)

is = 1
2 ≤ is = îs ≤ AL − 1

is = AL
(15)  

ρr(TjDN = îs) = ρrre
(
SNREout,AL− 1

)
⋅ρr
(
SNREout,AL− 1

)

+
∑AL− 1

JH=1

∑RE

re=1
ρr
(
TjreMR = AL − JH

)
⋅ρr
(
SNDNout,AL− 1

) (16) 

Once determining theEP[TjDN(AL,re)], it is noticed that whilere re-
lays vanish for decoding the frames AL, they won’t get it inALththe ARQ 
round. Consequently, EP[TjRE(AL,re)]is determined in Eq. (17). 

Fig. 4. Convergence analysis on designed “Energy Efficient selection of Optimal Relay in Multi-hop Cooperative Cellular Communication” with various algorithms 
for (a) scenario 1, (b) scenario 2, and scenario 3. 
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EP[TjRE(AL, re)] =
∑AL− 1

is=1

∑RE

re=1
is⋅ρr

(
TjreMR = is

)
(17) 

Thus, the average transmission delay can be determined in the 
cooperative communication network. 

“Energy consumption Model” [34]: The energy consumption 
ECfor the designed multi-hop relay selection in a vehicular communi-
cation network is derived here. 

In the entire communication path, the power consumption of a node 
during transmission includes both the circuit power consumption 
PWcpand also the transmission signal powerPWre. Moreover, the data 
transmission rate srhelps in determining the transmission signal pow-
erPWre. Finally, for data transmission, the entire power utilized is 
derived in Eq. (18). 

PW = PWre + PWcp ≤ PWmax (18) 

In Eq. (18), the maximum obtainable battery power at the node is 
derived asPWmax. To estimate the energy efficiency in any network, the 
common measure is to estimate the energy consumption per information 
bit. While taking the cooperative networks, as the destination nodes, 
relay nodes, and source nodes has various power consumption issues, 
the sheer energy consumption measure is not applicable. Thus, there is a 
need of measuring the energy consumed by the source node and relay 
nodes, which is mathematically expressed in Eq. (19). 

EC =
(PWre + PWSN)

LTtotal
(19) 

Hence, the energy consumption is measured for selecting the optimal 
relays. 

Outage probability [33]: Eq. (20) formulates the outage proba-
bility of the data link with signaling rate sralong with the transmitted 
signalbxwith a Signal-to-Noise Ratio (SNR) ℑthat is measured in the unit 
of bits/slot/Hz. 

Oout = O{Js(bx; by|ht)〈sr}
= O

{
log2

(
1 + ℑ|ht|2

)〈
sr
} (20) 

Here, the attained signal is specified asby, the outage events at relays 
in the rqthARQ round are corresponding given asSNMRout,rq, SNMRDNout, 

rqand SNDNout,rq and the fading coefficient is noted asht. 
Moreover, the mathematical process of outage probability can be 

further simplified by taking the following assumptions 
dqMR1DN ∕= dqMR2DN ∕= ⋯ ∕= dqMRREDNanddqSNMR1 = dqSNMR2 = ⋯ =

dqSNMRRE = dqSNMR, where the expectation is specified asEP[ ⋅ ]. On the 
other hand, it is noticed thatEP[|fsisjs,qs|2], in which the node pair is 
indicated as(is, js), which is also expected asEP[ωisjs,qs]that is propor-
tional todq− δ

isjs, the path loss factor is mentioned asδ. 
Then, the communication of links from source to destination can be a 

failure, or else the outage happened forrqththe ARQ round. This behavior 
is derived in Eq. (21). 

O
(
SNDNout,q

)
=
∏q

ut=1
O
{

log2

(
1 + η

⃒
⃒fsSNDN,ut

⃒
⃒2
)〈

sr
}

=
∏q

ut=1
O
{
ωSNDN,ut < ε

}
=
∏q

ut=1
HFωSNDN,ut (ε)

(21) 

Here, the “Cumulative Distribution Function (CDF)” of the arbitrary 
constraintRVis denoted byHFRV(bx), andε=⌢ 2sr − 1

η , and the modules of 
power intensity gain matrixes are formulated asEWSNMR = [ωSN,1, ωSN,2, 

Fig. 5. The field dimension varied based on convergence analysis on designed “Energy Efficient selection of Optimal Relay in Multi-hop Cooperative Cellular 
Communication” with various algorithms for (a) scenario 1, (b) scenario 2, and scenario 3. 
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⋅⋅⋅, ωSN,Q]1 × Q, EWSNDN = [ωSNDN,1, ωSNDN,2, ⋅⋅⋅, ωSNDN,Q]1 × Q andωMRDN =⎡

⎢
⎢
⎣

ωMR1DN,1 ωMR1DN,2 ⋯ ωMR1DN,Q
ωMR2DN,1 ωMR2DN,2 ⋯ ωMR2DN,Q

⋮ ⋯ ⋯ ⋮
ωMRREDN,1 ωMRREDN,2 ⋯ ωMRREDN,Q

⎤

⎥
⎥
⎦

RE×Q

. 

The transmission of links from source to relay can be a failure or else 
the outage happened forrqththe ARQ round. This behavior is derived in 
Eq. (22). 

O
(
SNMRout,q

)
=
∏q

ut=1
O
{

log2

(
1 + η

⃒
⃒fsSNMR,ut

⃒
⃒2
)
<sr
}

=
∏q

ut=1
O
{
ωSNMR,ut < ε

}
=
∏q

ut=1
HFωSNMN,ut (ε)

(22) 

Then, the transmission link among source and destination nodes 
along with there − relays has failed for rqthARQ rounds, which is derived 
in Eq. (23). 

O
(
SNMRDNout,rq

)
=
∏Tj

re
MR

ut=1
O
{

log2

(
1 + η

⃒
⃒fsSNDN,ut

⃒
⃒2
)
<sr
}

⋅

∏q

vp=TjreMR+1
O

{

log2

(

1 +
∑re

tj=1
η
⃒
⃒fsMRtjDN,vp

⃒
⃒2
)

<sr

}

=
∏Tj

re
MR

ut=1
O
{
ωSNDN,ut < ε

}
⋅
∏q

vp=TjreMR+1
O

{
∑re

tj=1
ωMRtjDN,vp < ε

}

(23) 

The “data frame at the first time” in the (TjreMR)
thARQ round is spec-

ified TjreMRand it is decoded by there − out-of-neighbor nodes in the 

network. Consequently, the probability TjreMRis computed in Eq. (24). 

O
(
TjreMR = tj

)
=

(
RE
re

)
[
O
(
SNMRout,tj− 1

)
− O

(
SNMNout,tj

)]kt⋅

O(RE− kt)( SNMRout,tj
)

(24) 

Until reaching thetth ARQ round, this derivation illustrates thatre −
out-of-relays “will not decode the frame properly communicated from 

initial point”. A “Gamma arbitrary constraint with parameter” of
(

otisjs,
Ωisjs
oisjs

)
is indicated asωisjs,q. Thus, Eq. (24) derives the CDF of the sum ofre −

“independents but not necessarily identical (i.n.i.d) Gamma random 
variables” with the constraints ofO{

∑re
tj=1ωMRtjDN,vp < lh}. Moreover, the 

“Possibility Distribution Function (PDF)” and CDF XHare computed here 
based onXH =

∑re
tj=1αtj.  

(25)  

(26) 

Here, an integer is given ℑ =
∑re

tj=1ottjand the Meiger-G function 
[35] is equated in Eq. (27).  

Fig. 6. Evaluation of outage probability for the designed “Energy Efficient selection of Optimal Relay in Multi-hop Cooperative Cellular Communication” with 
various algorithms for (a) scenario 1, (b) scenario 2, and scenario 3. 
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Term CKspecifies the integral path by taking the relative size of the 
elements, and the Gamma function is equated asΓ( ⋅ ), and and 
are respectively derived in Eq. (28) and Eq. (29).  

(28)  

(29) 

In addition, the average power is mentioned Ωtj ∕= Ωq(tj,q = 1, 2, 3, ⋅⋅⋅, 
re, tj ∕= q) and then, Eq. (30) formulates the Rayleigh fading channel or 
the PDF of the sum of re Eq. (31). 

hf Rayleigh
XH (xh) =

1
∏re

tj=1
Ωtj

FGre,0
re,re

⎡

⎢
⎢
⎢
⎣

exp(− xh)|
1 +

1
Ω1

,⋯, 1 +
1

Ω1

1
Ω1

,…,
1

Ω1

⎤

⎥
⎥
⎥
⎦

(30)  

hf Rayleigh
XH (xh) =

∑re

tj=1

⎛

⎜
⎜
⎝

∏

sg∕=tj

1
Ωsg

1
Ωsg

− 1
Ωtj

⎞

⎟
⎟
⎠

1
Ωtj

exp
(

−
xh
Ωtj

)

(31) 

Finally, the outage probability for all data links is determined. 
Mobility Factor MOF [36]: It is specified as the current stability of a 

potential relay and also determined as "a ratio among an exponential 

(27)  

Fig. 7. The field dimension varied based on outage probability for the designed “Energy Efficient selection of Optimal Relay in Multi-hop Cooperative Cellular 
Communication” with various algorithms for (a) scenario 1, (b) scenario 2, and scenario 3. 
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moving average of the pause time of the node AVptand the maximum 
detected pause timeMDpt" that is derived from a time unit. 

MOF =
AVpt

MDpt
(32) 

At last, this factor helps in selecting the relays as the most stable 
nodes. 

5. System model and cooperative mechanism in multi-hop 
cooperative cellular communication 

This section illustrates the cooperative strategy and system model of 
cooperative cellular communication for a multi-hop selection scheme. 

5.1. Cooperative mechanism 

The cooperative phase of the multi-hop cooperative vehicular 
communication network is explained here. The security of the cooper-
ative phase is investigated by assuming the transmission of the signalbx 
done by the relay node with transmission powerPWre. 

xMRDN,re =
̅̅̅̅̅̅̅̅̅̅
PWre

√
hsMRDN,rebx + β

′

DN (33)  

xMREN,re =
̅̅̅̅̅̅̅̅̅̅
PWre

√
hsMREN,rebx + β

′

EN (34) 

It has led to the reception of the corresponding signals at DN andEN. 
The AWGN at ENandDN with the similar power ofβ0are correspondingly 
indicated by β′

DNandβ′
EN. It results in a higher privacy capability in the 

cooperative stage as shown in Eq. (35). 

ℜ
CP,re
ℓ =

[

log2

(
1 + ξ1

⃒
⃒hsSNDN,re

⃒
⃒2 + ξ2

⃒
⃒hsMRre ,DN

⃒
⃒2

1 + ξ1|hsSNEN |
2
+ ξ2

⃒
⃒hsMRre ,EN

⃒
⃒2

)]+

(35)  

ξ2 =
PWre

β0
(36) 

However, the value ξ2is taken as zero, while the relay node cannot 
effectively make progress with the source message and it results in 
silence in this phase. At last, the complete instantaneous privacy capa-
bility from starting point to the target is shown in Eq. (37). 

ℜre
ℓ =

1
2

min

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

[

log2

(
1 + χre

SCS

1 + χre
SNEN

)]+

,

[

log2

(
1 + χSNDN + χre

MRDN

1 + χSNEN + χre
MREN

)]+

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(37) 

Here,χre
MREN = ξ2|hsMREN,re|

2,χre
MRDN = ξ2|hsMRDN,re|

2, ξSNEN = ξ1| 
hsSNEN|2, andχre

SCS = ξ1|hsSCS,re|
2. During the broadcasting of every secret 

message in two-time slots, there is a need of using the coefficient 12in Eq. 
(37). Further, a “Generalized form of Optimal Relay Selection” (GORS) 
strategy is used for selecting the optimum relay in both cooperative and 
broadcast phases as formulated in Eq. (38). 

ℜGORS
ℓ =

1
2

max
re∈{1,..,RE}

{
min
{
ℜ

BP,re
ℓ ,ℜ

CP,re
ℓ

}}
(38) 

Through this formulation, it is clearly shown that the complete sys-
tem security is affected owing to the leakage of secret data in either of 
cooperative or broadcast phase. Thus, the GORS approach maintains 
security by two diverse criteria, which are (i) the source-to-the- 

Fig. 8. Analysis of energy consumption for the designed “energy efficient optimal relay selection in multi-hop cooperative cellular communication” with various 
optimization algorithms for (a) scenario 1, (b) scenario 2, and scenario 3. 
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destinationDNlink, which is stronger thanSN − MRre,(re = 1, ⋅⋅⋅RE)links, 
and (ii) the source-to-destinationDN link is weaker than the SN − MRre, 
(re = 1, ⋅⋅⋅RE)links. 

Thus, the secrecy capacity through GORS for the first constraint is 
derived in Eq. (39). 

ℜGORS
ℓ,1 =

1
2

max
re∈{1,..,RE}

{
min
{
ℜ

SNMR,re
ℓ ,ℜ

CP,re
ℓ

}}
(39) 

Here, ℜSNMR,re
ℓ =

[
log2

(
1+χre

SNMR
1+χSNEN

)]+
andχre

SNMR = ξ1|hsSNMR,re|
2. Eq. (39) is 

similar to the maximum REsecrecy capacities [37]. The second case is 
derived in Eq. (40). 

ℜGORS
ℓ,2 =

1
2

max
re∈{1,..,RE}

{
min
{
ℜSNDN

ℓ ,ℜ
CP,re
ℓ

}}
(40) 

In Eq. (40),ℜSNDN
ℓ =

[
log2

(
1+χSNDN
1+χSNEN

)]+
that is similar to the “highest of 

REprivacy capabilities” and ℜSNDN
ℓ demonstrates the “immediate privacy 

capability at the major target by direct communication”. 
In the GORS strategy, the above-mentioned two criteria are applied; 

and factor 1/2 is used in Eq. (40) for minimizing the value of the 
transmission efficiency and also for enhancing the estimation of the 
wiretap link with the main channel. To select the optimal relay, the 
direct link is estimated by evaluating CSI in both receiving and trans-
mitting nodes of each phase [38]. 

The overall CSI is accessible at receiver nodes [38], where the secret 
message can be forwarded to the source node at a specific rateδℓ. 
Moreover, the decisions are carried out at the destination to get the 
source message with the ability of the direct link as formulated in Eq. 
(41). 

ℵ : ℜSNDN
ℓ < δℓ (41) 

It is performed by deriving the adaptive relaying, in which the se-
crecy capacity is maximized by a chosen best relay, or else the trans-
mission of a new secret message is done through the source node, which 
is called AORS. The computational complexity can be minimized and 
spectral efficiency can be maximized with the help of the incremental 
relaying concept as given in Eq. (42) and further simplified in Eq. (43) 
[39]. 

ℜSNDN
ℓ <

⎡

⎢
⎣log2

⎛

⎜
⎝

1 + ξ1 max
re∈{1,..,RE}

{⃒
⃒hsSNMR,re

⃒
⃒2
}

1 + ξ1|hsSNEN |
2

⎞

⎟
⎠

⎤

⎥
⎦

+

(42)  

η : χSNDN < max
re∈{1,..,RE}

χre
SNMR (43) 

This AORS is implemented for increasing the secrecy capacity 
through performing the incremental collection of an optimal relay when 
estimating theℵ. 

5.2. System model 

Cooperative communication has emerged in the recent day to 
enhance security by utilizing the characteristics of the physical layer. 
Here, among the source and major destination nodes, the relay nodes are 
used for improving the capacity of the main link compared with the 
wiretap ones. The secrecy efficiency can be amplified by maximizing the 
number of relays. On the other hand, relay selection is a most famous 
strategy with various relay cases for improving the effectiveness of the 

Fig. 9. The field dimension varied based on energy consumption for the designed “energy efficient selection of optimal relay in multi-hop cooperative cellular 
communication” with various algorithms for (a) scenario 1, (b) scenario 2, and scenario 3. 
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cooperative systems [40] without or with security parameters. The relay 
selection schemes are utilized by taking the activity and passivity of the 
eavesdropper. Eavesdroppers nodes cause serious issues in the cooper-
ative network by wiretapping from both relay and source nodes in the 
operational environments. Moreover, continuous monitoring of entire 
available channel links is required in various relay selection schemes, 
especially for a vehicular network that leads to an unwanted increase in 
system overhead. Thus, the performance of cooperative communication 
systems is mainly based on the selection strategy and the relaying pro-
tocol. Two eminent protocols are AF and DF. The efficient relay selection 
strategy for vehicular networks helps in various real-time applications 
including energy-saving improvements, road safety, and so on. 
Multi-hop cooperative vehicular communication network with various 
numbers of source and destination vehicles with active eavesdroppers is 
shown in Fig. 3. 

Here, a time division multiplexing is used with different DF relay 
multi-hop “cooperative vehicular to vehicular communications system”. 
In a designed network, the nodes present in the vehicular network are 
the eavesdropperEN, destinationDN,RE − relays(MR1,MR2,⋅⋅⋅, MRRE), 
wherere = 1, 2, 3, ⋅⋅⋅, RE, and source nodeSN correlated with a single 
antenna. Moreover, all the available nodes are performed in a half- 
duplex way owing to the practical framework and so, they cannot 
broadcast and receive concurrently. However, they have direct paths 
from the “starting node” to the eavesdropper and major target nodes. 

By taking the CSI of the wiretap and main channels, the precise 
estimation of channels in a communication network is possible. For this 
purpose, two conditions are formulated, in which via the error-free 
feedback link, CSI is offered at the transmitter nodes in the first sce-
nario whereas the CSI is only accessible to the receiver nodes in the 

second scenario [41]. Furthermore, the varianceσ2
KcTr and zero mean are 

taken as the channel among every receiver nodeKc ∈ (MRRE,EN, DN) 
forre = 1, 2, ⋅⋅⋅, RE that ishsKcTr, and transmitter nodeTr ∈ (SN, MRRE). 
The source messageMsgis encoded into a codewordGS ∈ GSbgby using 
capacity attaining codebook in the wiretap channel, where an alphabet 
of length bg is derived asGSbg. The secret information is broadcasted by 
allocating the starting node which is known as the signal bxwith 
communication powerPWSN. 

The corresponding signals are achieved in this phase by the autho-
rized nodes. 

xDN =
̅̅̅̅̅̅̅̅̅̅̅̅
PWSN

√
hsSNDNbx + βDN (44)  

xMR,re =
̅̅̅̅̅̅̅̅̅̅̅̅
PWSN

√
hsSNMR,rebx + βMR (45) 

Here, the “Additive White Gaussian noise (AWGN)” at the diverse 
relays and considered destination are accordingly noted as 
βMRandβDNwith the power ofβ0. Eq. (46) shows the received signal in the 
broadcast phase, where the eavesdropper node ENwiretaps from the 
source. 

xEN =
̅̅̅̅̅̅̅̅̅̅̅̅
PWSN

√
hsSNENbx + βEN (46) 

Here, AWGN noise ENis specified asβENcomprising density powerβ0. 
The best Gaussian codebook is used at the starting node with the Se-
lection Combining Scheme (SCS). The secrecy capacities of the two 
broadcast phase and cooperative phases are separately derived, where a 
Single Input-Multiple Output (SIMO) channel is assumed as the secrecy 
capacity of the initial phase. The capacity of the SIMO channel from the 
source to the rethrelay and destination is derived in Eq. (47). 

Fig. 10. Analysis of throughput for the designed “Energy Efficient Optimal Relay Selection in Multi-hop Cooperative Cellular Communication” with various opti-
mization algorithms for (a) scenario 1, (b) scenario 2, and scenario 3. 
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ℜre
SCS = log2

(
1+ ξ1

⃒
⃒hsSCS,re

⃒
⃒2
)

(47)  

hsSCS,re = max
{
|hsSNDN |

2
,
⃒
⃒hsSNMR,re

⃒
⃒2
}

(48)  

ξ1 =
PWSN

β0
(49) 

Consequently, the capacity of the wiretap channel is equated in Eq. 
(50). 

ℜSNEN = log2

(
1+ ξ1|hsSNEN |

2
)

(50) 

The secrecy capacity is derived from the variation among the ca-
pacities of wiretap and major links and so, the following capacity is 
utilized in the broadcast phase for performing secure communications at 
therethrelay. 

ℜ
BP,re
ℓ =

[
ℜre

SCS − ℜSNEN
]+

=

[

log2
1 + ξ1

⃒
⃒hsSCS,re

⃒
⃒2

1 + ξ1|hsSNEN |
2

]+ (51) 

In Eq. (51), the depiction [bx]+ is specified asmax(0, bx). 

6. Results evaluation 

This section discusses the experimental setup and the performance 
estimation on various constraints utilized for a cooperative vehicular 
communication network. 

Table 1 

6.1. Simulation setup 

The recommended cooperative vehicle network was “developed in 
MATLAB 2020a”. The performance analysis was done by taking three 
diverse scenarios by differing the number of nodes as [50, 100, and 150] 
and experimental analysis was evaluated over the traditional algorithms 
such as Cat Swarm Optimization (CSO) [42], Dimension-based Cat 
Swarm Optimization (D-CSO) [43], CSA [31] and TSA [30], in terms of 
convergence analysis, transmission delay analysis, energy consumption, 
runtime, and outage probability analysis. The parameters taken for the 
experimentation are specified in Table 2. Here, the additional result 
shows that the variation of field dimension and also the variation of field 
dimension are considered as 50×50 m, 100×100 m, and 150×150 m for 
analyzing the performance of algorithms. 

6.2. Evaluation of convergence 

The efficiency of the suggested cooperative vehicular communica-
tion network is estimated over three scenarios with different heuristic 
approaches as depicted in Fig. 4. The field dimension varied based on 
convergence analysis of the designed cooperative vehicular communi-
cation network is shown in Fig. 5. The designed BF-CTSO algorithm 
shows the higher performance by reaching the lower fitness function as 
derived in abovementioned sections. For three cases, a cooperative 
vehicular communication network using the BF-CTSO algorithm for the 
selection of optimal relay improves the efficiency and attains competi-
tive efficiency while estimating with existing heuristic algorithms. 

Fig. 11. The field dimension varies based on throughput for the designed “Energy Efficient selection of Optimal Relay in Multi-hop Cooperative Cellular 
Communication” with various algorithms for (a) scenario 1, (b) scenario 2, and scenario 3. 
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6.3. Analysis of outage probability 

The performance estimation on the designed cooperative vehicular 
communication network in terms of outage probability is evaluated over 
three scenarios with various optimization methods as illustrated in 
Fig. 6. The field dimension varied based on outage probability analysis 
on the designed cooperative vehicular communication network is shown 
in Fig. 7. The recommended optimal relay selection using BF-CTSO al-
gorithm shows the elevated performance by reaching the lower rate that 
demonstrates the superiority of the designed technique. 

6.4. Estimation of energy consumption 

The energy consumed by the suggested cooperative vehicular 
communication network is analyzed over three scenarios with different 
heuristic algorithms as shown in Fig. 8. The field dimension varied based 
on energy consumption analysis on the designed cooperative vehicular 
communication network is shown in Fig. 9. The designed optimal relay 
selection with BF-CTSO algorithm reaches lower energy consumption at 
the end of 100th iteration. Although the BF-CTSO reaches the higher 
energy consumption on initial iterations, at last, the lower energy con-
sumption is taken by the nodes present in the designed cooperative 
network with the help of optimal relay selection using BF-CTSO. 

6.5. Estimation of throughput 

The overall performance of the recommended energy-efficient 
optimal relay selection in multi-hop cooperative cellular communica-
tion with various optimization algorithms over three scenarios is 

estimated in Fig. 10. The field dimension varied based on throughput 
analysis on the designed cooperative vehicular communication network 
is shown in Fig. 11. The BF-CTSO technique gets higher efficiency 
regarding the higher range of throughput. As an example, while 
considering scenario 1, the designed BF-CTSO takes a higher throughput 
than others, which is 44%, 24%, 20, and 44% correspondingly elevated 
than CSO, D-CSO, CSA, and TSA techniques. 

6.6. Estimation of transmission delay 

The efficiency of the proposed energy-efficient optimal relay selec-
tion in multi-hop cooperative cellular communication is estimated in 
terms of transmission delay with various optimization algorithms over 
three scenarios as shown in Fig. 12. The field dimension varied based on 
transmission delay analysis on the designed cooperative vehicular 
communication network is shown in Fig. 13. The transmission delay of 
the designed cooperative network is reduced by BF-CTSO algorithm 
with the aid of optimal relay selection. For all three cases, the designed 
technique gets lower delay at the initial iterations itself while estimating 
with others. It finally ensures maximum performance with lower 
transmission delay and thus, this model is recommended for vehicular 
networks. 

6.7. Analysis of runtime 

The runtime analysis of the recommended optimal relay selection in 
a cooperative vehicular Network is portrayed in Table 3. The field 
dimension varied based on runtime analysis of the designed cooperative 
vehicular communication network as shown in Table 4. Moreover, the 

Fig. 12. Analysis of transmission delay for the designed “Energy Efficient selection of Optimal Relay in Multi-hop Cooperative Cellular Communication” with various 
algorithms for (a) scenario 1, (b) scenario 2, and scenario 3. 
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computation complexity of the designed BF-CTSO algorithm is shown in 
Table 5. In Table 5, the term Maxiteris denoted as the maximum number 
of iterations and the variable Npopis represented as the number of pop-
ulations. The term chlenis indicated as chromosome length. While 
considering scenario 2, the designed BF-CTSO algorithm achieves 
21.6%, 23%, 15%, and 2% accordingly enhanced than CSO, D-CSO, 
CSA, and TSA techniques. 

6.8. Discussion 

The heuristic algorithms are effective AI tools that can be helped to 
resolve real-time issues with low communication costs. For example, 
heuristic algorithms are utilized to adapt the high-mobility vehicular 
communication system to avoid road accidents by investigating the 
driving characteristic and environment by sensing data from the nearby 
environment. The adaption of a heuristic optimization algorithm to a 
high-mobility vehicular communication is extensively deployed in a 
cellular network which provides high immunity owing to its several 

intrinsic advantages. Load balancing and offloading computation are the 
significant crucial elements that help to determine the maximum system 
utility in high-mobility vehicular communication systems. High- 
mobility vehicular communication using heuristic algorithms can pro-
vide improvements in these corresponding elements. Heuristic algo-
rithms facilitate the sensitivity of vehicular environmental statistics’ 
real-time characteristics by communicating with the environment 
regarding the current state related to edge computing, cooperative 
caching, and offloading. 

7. Conclusion 

This research has focused on implementing an energy-efficient 
optimal relay selection model by deriving a new multi-objective func-
tion in a multi-hop cooperative vehicular communication network by 
implementing a hybrid heuristic strategy. A hybrid optimization model 
termed BF-CTSO algorithm was suggested to choose the optimal number 
of relays between the “source and destination” for the cooperative 

Fig. 13. The field dimension varied based on transmission delay for the designed “Energy Efficient selection of Optimal Relay in Multi-hop Cooperative Cellular 
Communication” with various algorithms for (a) scenario 1, (b) scenario 2, and scenario 3. 

Table 3 
Analysis of run time of the designed optimal relay selection in cooperative 
vehicular Network over diverse heuristic algorithms for three scenarios.  

Time CSO [42] D-CSO [43] CSA [31] TSA [30] BF-CTSO 

Scenario 1 
Time (sec) 0.88032 0.75789 0.58331 0.54135 0.5021 
Scenario 2 
Time (sec) 0.53553 0.54636 0.49443 0.42809 0.41935 
Scenario 3 
Time (sec) 0.24312 0.31229 0.21571 0.20897 0.080215  

Table 4 
The field dimension varied based on the run time of the designed optimal relay 
selection in a cooperative vehicular Network over diverse heuristic algorithms 
for three scenarios.  

Time CSO [42] D-CSO [43] CSA [31] TSA [30] BF-CTSO 

Scenario 1 
Time (sec) 28.07 22.628 41.34 24.901 22.453 
Scenario 2 
Time (sec) 27.136 26.869 29.802 25.576 24.38 
Scenario 3 
Time (sec) 25.838 25.294 25.427 25.862 25.394  
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vehicular communication network. The multi-objective function 
regarding link reliability, energy consumption, outage probability, 
mobility factor, and transmission delay of the system was derived for 
offering the energy-efficient optimal relay selection. While considering 
scenario 3, the transmission delay of the recommended BF-CTSO algo-
rithm has attained 9%, 9.3%, 4.2%, and 9% accordingly enhancing than 
CSO, D-CSO, CSA, and TSA techniques at the 100th iteration. However, 
there is a need of reducing energy consumption in the initial iterations 
themselves, which can be enhanced in the future. Since the current work 
focuses on the static vehicular system, it can be extended in the future by 
developing dynamic vehicular communication situations. The dynamic 
vehicular communication system will have the ability to consider dy-
namic characteristics like different vehicle mobility, transmit power 
interferences, time-varying channel quality, traffic flows, etc., which 
will overcome the problem of a static system. 
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Algorithm 1 
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Formulate a population of search individuals 
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Set the social forces among search agents F→

Initialization of the random parameters 
While (j < jmax) 

If F→≤ Fsbest(j)
Update the solutions using TSA 

Ifcrn ≤ 0.5 
Upgrade the search individuals with the help of the first constraint of Eq. (7) 

Else 
Upgrade the search individuals with the help of the second constraint of Eq. 
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Abstract— In this paper Finite-field multiplication 

has received prominent attention in the literature 

with applications in cryptography and error-

detecting codes. For many cryptographic 

algorithms, this arithmetic operation is a complex, 

costly, and time-consuming task that may require 

millions of gates. In this work, we propose efficient 

hardware architectures based on cyclic redundancy 

check (CRC) as error-detection schemes for post 

quantum cryptography (PQC) with case studies for 

the Luov cryptographic algorithm. Luov was 

submitted for the National Institute of Standards 

and Technology (NIST) PQC standardization 

competition and was advanced to the second round. 

The CRC polynomials selected are in-line with the 

required error-detection capabilities and with the 

field sizes as well. We have developed verification 

codes through which software implementations of 

the proposed schemes are performed to verify the 

derivations of the formulations. Additionally, 

hardware implementations of the original 

multipliers with the proposed error-detection 

schemes are performed over a Xilinx field-

programmable gate array (FPGA), verifying that 

the proposed schemes achieve high error coverage 

with acceptable overhead. 

Keywords— Cyclic redundancy check (CRC), fault 

detection, field-programmable gate array (FPGA), 

finite-field multiplication. 

 

I. INTRODUCTION 

Many modern, sensitive applications and systems 

use finite-field operations in their schemes, among 

which finite-field multiplication has received 

prominent attention. Finite-field multipliers 

perform multiplication modulo, an irreducible 

polynomial used to define the finite field. For post 

quantum cryptography (PQC), the inputs can be 

very large, and the finite-field multipliers may 

require millions of logic gates. Therefore, it is a 

complex task to implement such architectures 

resilient to natural and malicious faults; 

consequently, research has focused on ways to 

eliminate errors and obtain more reliability with 

acceptable overhead [1]–[6]. Moreover, there has 

been previous work on countering fault attacks and 

providing reliability for PQC. Sarker et al. [7] used 

error-detection schemes of number theoretic 

transform (NTT) to detect both permanent and 

transient faults. Mozaffari-Kermani et al. [8] 

performed fault detection for stateless hash-based 

PQC signatures. Additionally, error-detection hash 

trees for stateless hash-based signatures are 

proposed in [9] to make such schemes more 

reliable against natural faults and help protecting 

them against malicious faults. In [10], algorithm-

oblivious constructions are proposed through 

recomputing with swapped cipher text and 

additional authenticated blocks, which can be 

applied to the Galois counter mode (GCM) 

architectures using different finite-field multipliers 

in G F(2128). Several countermeasures based on 

error-detection checksum codes and 

spatial/temporal redundancies for the NTRU 

encryption algorithm have been presented in [11]. 

Our proposed error-detection architectures are 

adapted to the Luov cryptographic algorithm 

[12]; however, they can be applied to different 

PQC algorithms that use finite-field multipliers. 

The Luov algorithm was submitted for National 

Institute of Standards and Technology (NIST) 

standardization competition [13] and was 

advanced to the second round [14]. Cyclic 

redundancy check (CRC) error-detection 

schemes are applied in our proposed hardware 

constructions to make sure that they are 

overhead-aware with high error coverage. Our 

contributions in this brief are summarized as 

follows. 

1) Error-detection schemes for the finite-field 

multipliers G F(2m ) with m > 1 used in the Luov 

cryptographic algorithm are proposed. These 

error-detection architectures are based on CRC-

5. Additionally, we explore and study both 

primitive and standardized generator 
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polynomials for CRC-5, comparing their 

complexity.  

2) We derive new formulations for the error-

detection schemes of Luov’s algorithm, 

performing software implementations for the 

sake of verifications. We note that such 

derivation covers a wide range of applications 

and security levels. Nevertheless, the presented 

schemes are not confined to these case studies.  

3) The proposed error-detection architectures 

are embedded into the original finite-field 

multipliers. We perform the implementations 

using Xilinx field-programmable gate array 

(FPGA) family Kintex Ultrascale+ for device 

xcku5p-ffvd900-1-i to confirm that the schemes 

are overhead-aware and that they provide high 

error coverage. 

II. RELATED WORK 

a) Reliable hardware architectures for the third-

round sha-3 finalist grostl benchmarked on fpga 

platform: 

The third round of competition for the SHA-3 

candidates is ongoing to select the winning 

function in 2012. Although much attention has 

been devoted to the performance and security of 

these candidates, the approaches for increasing 

their reliability have not been presented to date. In 

this paper, for the first time, we propose a high-

performance scheme for fault detection of the 

SHA-3 round-three candidate Grostl which is 

inspired by the Advanced Encryption Standard 

(AES). We propose a low-overhead fault detection 

scheme by presenting closed formulations for the 

predicted signatures of different transformations of 

this SHA-3 third-round finalist. These signatures 

are derived to achieve low overhead and include 

one or multi-bit parities and byte/word-wide 

predicted signatures. The proposed reliable 

hardware architectures for Grostl are implemented 

on Xilinx Virtex-6 FPGA family to benchmark 

their hardware and timing characteristics. The 

results of our evaluations show high error coverage 

and acceptable overhead for the proposed scheme. 

 

b) Reliable hardware architectures for 

cryptographic block ciphers led and height: 

Cryptographic architectures provide different 

security properties to sensitive usage models. 

However, unless reliability of architectures is 

guaranteed, such security properties can be 

undermined through natural or malicious faults. In 

this paper, two underlying block ciphers which can 

be used in authenticated encryption algorithms are 

considered, i.e., light encryption device and high 

security and lightweight block ciphers. The former 

is of the Advanced Encryption Standard type and 

has been considered area-efficient, while the latter 

constitutes a Feistel network structure and is 

suitable for low-complexity and low-power 

embedded security applications. In this paper, we 

propose efficient error detection architectures 

including variants of recomputing with encoded 

operands and signature-based schemes to detect 

both transient and permanent faults. Authenticated 

encryption is applied in cryptography to provide 

confidentiality, integrity, and authenticity 

simultaneously to the message sent in a 

communication channel. In this paper, we show 

that the proposed schemes are applicable to the 

case study of simple lightweight CFB for providing 

authenticated encryption with associated data. The 

error simulations are performed using Xilinx 

Integrated Synthesis Environment tool and the 

results are benchmarked for the Xilinx FPGA 

family Virtex-7 to assess the reliability capability 

and efficiency of the proposed architectures. 

III. CYCLIC REDUNDANCY CHECK 

The cyclic redundancy check, or CRC, is a 

technique for detecting errors in digital data, but 

not for making corrections when errors are 

detected. It is used primarily in data transmission. 

In the CRC method, a certain number of check bits, 

often called a checksum, are appended to the 

message being transmitted. The receiver can 

determine whether or not the check bits agree with 

the data, to ascertain with a certain degree of 

probability whether or not an error occurred in 

transmission. If an error occurred, the receiver 

sends a “negative acknowledgement” (NAK) back 

to the sender, requesting that the message be 

retransmitted.  

The technique is also sometimes applied to data 

storage devices, such as a disk drive. In this 

situation each block on the disk would have check 

bits, and the hardware might automatically initiate 

a reread of the block when an error is detected, or it 

might report the error to software.  

The material that follows speaks in terms of a 

“sender” and a “receiver” of a “message,” but it 

should be understood that it applies to storage 

writing and reading as well. 
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IV. PROPOSED SYSTEM 

The proposed system are five popular PQC 

algorithm classes: code-based, hash-based, 

isogeny-based, lattice-based, and multivariate-

quadratic equation-based cryptosystems [15]. 

Code-based cryptography differs from others in 

that its security relies on the hardness of decoding 

in a linear error-correcting code. Hash-based 

cryptography creates signature algorithms based 

on the security of a selected cryptographic hash 

function. The security of isogeny-based 

cryptography is based on the hard problem to find 

an isogeny between two given super singular 

elliptic curves. Lattice-based cryptography is 

capable of creating a public-key cryptosystem 

based on lattices. Lastly, the security of 

multivariate-quadratic-equation-based 

cryptography depends on the difficulty of solving a 

system of multivariate polynomials over a finite 

field. Such cryptographic schemes use large field 

sizes to provide the needed security levels. 

Luov is a multivariate public key cryptosystem and 

an adaptation of the unbalanced oil and vinegar 

(UOV) signature scheme, but there is a restriction 

on the coefficients of the public key. Instead, the 

scheme uses two finite fields: one is the binary 

field of two elements, whereas the other is its 

extension of degree m. F2 is the binary field and 

F2m is its extension of degree m. The central map 

F: Fn 2m → Fo 2m is a quadratic map, where o and 

v satisfy n = o + v, αi,j,k , βi,k and γk are chosen 

from the base field F2, and whose components 

f1,..., fo are in the form f k(x) = v i=1 n j=i αi,j,k xi 

x j +n i=1 βi,k xi +γk.  

 

Figure-1: Finite-field multiplier with the 

proposed error-detection schemes based on 

CRC 

These finite-field multiplications are very complex 

and require large-area footprint. Therefore, it is a 

complex task to implement such architectures 

resilient to natural and malicious faults. The aim of 

this work is to provide countermeasures against 

natural faults and fault injections for the finite-field 

multipliers used in cryptosystems such as the Luov 

algorithm as a case study, noting that the proposed 

error-detection schemes can be adapted to other 

applications and cryptographic algorithms whose 

building blocks need finite-field multiplications. 

Readers who are interested in knowing more details 

about the Luov’s cryptographic algorithm are 

encouraged to refer to [12]. 

 

a) Proposed fault-detection architectures 

The multiplication of any two elements A and B of 

G F(2m ), following the approach in [16], can be 

presented as A· B mod f (x) = m−1 i=0 bi · ((Aαi ) 

mod f (x)) = m−1 i=0 bi · X(i), where the set of 

αi’s is the polynomial basis of element A, the set of 

bi’s is the B coefficients, f (x) is the field 

polynomial, X(i) = α·X(i−1) mod f (x), and X(0) = 

A. To perform finite-field multiplication, three 

different modules are needed: sum, α, and pass-thru 

modules. The sum module adds two elements in G 

F(2m ) using m two-input XOR gates, the α module 

multiplies an element of G F(2m ) by α and then 

reduces the result modulo f (x), and lastly, the pass-

thru module multiplies a G F(2m ) element by a G 

F(2) element. One finite-field multiplication uses a 

total of m − 1 sum modules, m − 1 α modules, and 

m pass-thru modules to get the output. Fault 

injection can occur in any of these modules, and 

formulations for parity signatures in G F(2m ) are 

derived in [16]. Parity signatures provide an error 

flag (EF) on each module. The major drawback of 

parity signatures is that their error coverage is 

approximately 50%, that is, if the number of faults 

is even, the approach would not be able to detect 

the faults. This highly predictable countermeasure 

can be circumvented by intelligent fault injection. 

 In this work, our aim is the derivation of error-

detection schemes that provide a broader and 

higher error coverage than parity signatures and 

explore the application of such schemes to the 

Luov algorithm. Thus, we derive and apply CRC 

signatures [17] to the finite-field multipliers used in 

Luov algorithm. This would be a step forward 

toward detecting natural and malicious intelligent 

faults, especially and as discussed in this brief, 

considering both primitive and standardized CRCs 

with different fault multiplicity coverage. CRC was 

first proposed in 1961 and it is based on the theory 
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of cyclic error-correcting codes. To implement 

CRC, a generator polynomial g(x) is required. The 

message becomes as the dividend, the quotient is 

discarded, and the remainder produces the result. In 

CRC, a fixed number of check bits are appended to 

the data and these check bits are inspected when 

the output is received to detect any errors. The 

entire finite-field multiplier with our error-

detection schemes is shown in Fig. 1, where actual 

CRC (ACRC) and predicted CRC (PCRC) stand 

for ACRC signatures and PCRC signatures, 

respectively. In Fig. 1, only one EF is shown for 

clarity; however, for CRC-5, which is the case 

study proposed in this brief, 5 EFs are computed on 

each module. 

 
Figure-2: Proposed error-detection constructions 

for α module. 

with its respective one to produce five EFs, which 

are represented as E F1–E F5. As an example, to 

obtain E F1, x1 p (or a15 + a13 + a12 + a10 + a9 + 

a8 + a6 + a4 for g0(x)) is XORed with x1 a (or γ14 

+ γ13 + γ11 + γ10 + γ9 + γ7 + γ5 + γ0 for g0(x)), 

which are calculated in (4) and (6), respectively. 

For our case study, the outputs are divided into five 

groups since we use CRC-5; however, if any other 

CRC-n is used, there will be n EFs and the actual 

and predicted outputs will be divided into n groups. 

In Table I, the CRC signatures for the different 

primitive polynomials are shown. We note that the 

choice of the utilized CRC can be tailored based on 

the reliability requirements and the overhead to be 

tolerated. In other words, for applications such as 

game consoles in which performance is critical 

(and power consumption is not because these are 

plugged in), one can increase the size of CRC. 

However, for deeply embedded systems such as 

implantable and wearable medical devices, smaller 

CRC is preferred. 

V. RESULTS 

 

Figure-3: Proposed System 

 

Figure-4: Schematic  

 

Figure-5: Output Wave forms 

Table-1: Device Utilization Summary   
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Table-2: Comparison of CRC – Based Error 

Constructions for Finite Field Multipliers 

 

VI. CONCLUSION 

In this work, we have derived error-detection 

schemes for the finite-field multipliers used in post 

quantum cryptographic algorithms such as Luov, 

noting that the proposed error-detection schemes 

can be adapted to other applications and 

cryptographic algorithms whose building blocks 

need finite-field multiplications. The error-

detection architectures proposed in this work are 

based on CRC-5 signatures and we have performed 

software implementations for the sake of 

verification. Additionally, we have explored and 

studied both primitive and standardized generator 

polynomials for CRC-5, comparing the complexity 

for each of them. We have embedded the proposed 

error-detection schemes into the original finite-field 

multipliers of the Luov’s algorithm, obtaining high 

error coverage with acceptable overhead. 
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Abstract—This paper presents a design which 

provides full swing output for logic 1 and logic 0 

for 1-bit full adder cell and reduces power 

consumption, delay, and area. In this design full 

adder consists of two XOR gate cells and one cell 

of 2x1 multiplexer (MUX). The performance of the 

proposed design compared with the different logic 

style for full adders through cadence virtuoso 

simulation based on TSMC 65nm technology 

models with a supply voltage of 1v and frequency 

125MHz. The simulation results showed that the 

proposed full adder design dissipates low power, 

while improving delay and area among all the 

design taken for comparison.  

Keywords— Full adder; Gate Diffusion Input 

(GDI); FS-GDI. 

I. INTRODUCTION 

In real time applications, ALU is an important 

component in all electronics, processors and 

embedded systems. In most of the circuits, power 

consumption as well as time depends on ALU 

configurations because all arithmetic and logical 

operations of circuits are performing in ALU. ALU 

is also one of the highest power density locations in 

the processor. The optimization of ALU can be 

done in three important VLSI parameters which 

include area, power dissipation and delay. The 

optimization of ALU for lower power dissipation 

and faster device performance is of mainly 

important. Power optimization is possible at every 

level of digital design flow; however, benefits are 

more at the architecture design level and transistor 

level. 

n the design of low power digital logic circuits, 

CMOS is an important element which including 

microprocessors and ALU within it. Due to the 

leakage current problem, the static power 

consumption of CMOS device is almost negligible. 

However, the addition of the transient power 

consumption (PT) and capacitive load power 

consumption (PL) the dynamic power dissipation is 

used significantly. Mostly this type of dynamic 

power is dissipated in translating charges in the 

parasitic capacitors in the CMOS gates. 

In VLSI, There are different methods are used to 

control the power consumption at the architecture 

device level and module level which includes 

scaling, varying frequency of operation or supply 

voltage, changing the load capacitances, etc. Here, 

in this paper, we are concentrating about 

optimizing power requirements and delay at the 

module level. Power consumption, area and delay 

are the main important issues in VLSI industry, 

which triggered many research efforts are tried to 

minimize the power consumption, area and delay 

of VLSI circuits. There is only a limited amount of 

power available for electronic devices heavily used 

on a daily basis; these devices are low power high 

speed VLSI circuit works simultaneously. ALU has 

been a key element used in many applications such 

as microprocessor, image processing, digital signal 

processing etc., An essential component of 

arithmetic unit and almost all other arithmetic 

operations includes addition therefore any 

improvement in the adder cell is reflected as a 

major improvement in the ALU. Hence, the delay 

also becomes one of the important design 

parameters which need to be reduced as less as 

possible. 

II. RELATED WORK 

A. Morgenshtein, I. Shwartz, and A. Fish, “Gate 

Diffusion Input (GDI) logic in standard CMOS 

Nanoscale process,” 2010 IEEE 26th Convention 

of Electrical and Electronics Engineers in Israel, 

2010.  

In this paper CMOS compatible Gate Diffusion 

Input (GDI) design technique is proposed. The GDI 

method enables the implementation of a wide range 

of complex logic functions using only two 

transistors. This method is suitable for the design of 

low-power logic gates, with a much smaller area 

than Static CMOS and existing PTL techniques. As 

opposite to our originally proposed GDI logic, the 
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modified GDI logic is fully compatible for 

implementation in a standard CMOS process. 

Simulations of basic GDI gates under process and 

temperature corners in 40nm CMOS process are 

shown and compared to similar CMOS gates. We 

show that while having the same delay, GDI gates 

achieve leakage and active power reduction of up 

to 70% and 50%, respectively. 

A. Morgenshtein, V. Yuzhaninov, A. 

Kovshilovsky, and A. Fish, "Fullswing gate 

diffusion input logic—Case-study of low-power 

CLA adder design," Integration, the VLSI 

Journal, vol. 47, no. 1, pp. 62–70, Jan. 2020. 

In this paper, the design of a 4-Bit Arithmetic 

Logic Unit (ALU) using Modified Gate Diffusion 

Input technique is being done which is 

implemented using minimum transistor full adder 

and also adapts hardware reuse method which has 

advantages of minimum transistors requirement, 

more switching speed and low power consumption 

with respect to the conventional CMOS techniques. 

4-Bit Arithmetic Logic Unit (ALU) is being 

implemented with MGDI technique in DSCH 3.5 

and layout generated in Microwind tool. The 

Simulation is done using 65 nm technology at 1.2 v 

supply voltage The results show that the proposed 

design consume less power uses less number of 

transistors, while achieving full swing operation 

compared to previous work. 
 

III. GATE DIFUSSION INPUT TECHNIQUE 

In 2002 [3] A. Morgenstern, A. Fish and A. 

Wagner proposed Gate Diffusion Input Technique 

(GDI) for low power and small silicon area of 

VLSI digital design as an alternative to CMOS 

logic design. Presented in figure 1 (a) Primitive 

Proposed GDI cell  

 

Figure:  GDI cell; (a) Primitive Proposed GDI 

Cell, (b) MOD-GDI 

Actually, this technique proposed for fabrication in 

silicon on insulator (SOI) and twin-well CMOS 

processes. Also, it provides an effective way for the 

design of fast, low power design using less number 

of transistors as compared to CMOS, PTL and TG 

techniques. This allows the design of many 

complex functions using only 2 transistors as listed 

in table I.  

 

This logic style was suffering from some 

limitations such as reduced output voltage swing 

due to the threshold drops, this means that the 

output either high or low voltage is deviated from 

VDD or GND by threshold voltage drop (Vth), as 

that threshold drop causes performance degradation 

and increases short circuit power. 

IV. METHODOLOGY 

To solve existingproblem we proposed a new 

approach to improve the output swing and 

overcome the threshold drop problem known as 

Full Swing (FS) GDI technique and utilizes only 

swing restoration transistor (SR) to ensure the full 

swing operation for F1 and F2 function. Either F1 

or F2 gates or a combination of both can be used to 

realize any logical function. Although this 

technique uses more transistors than standard GDI 

but compared to CMOS logic style it uses a fewer 

number of transistors and achieves full swing 

output, low power, less delay and small area of the 

circuit. 

i.  Full Swing GDI based Full adder 

In this paper the Full-Swing GDI technique is used 

to realize the circuits required to design the Full 

Adder as follows: 

a) XOR Gate 

XOR gate is the basic building block for the 

realization of various digital circuits such as 

multiplier, comparator, adder, decoder, and 

compressor[6]. The design XOR gate requires 4 
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transistors as shown in fig (a). The output can be 

expressed as: 

 

At A=0, B=0 the NMOS transistor is switched off 

andPMOS transistor is switched on, where PMOS 

in the linearregion. 

At Vin–Vtp<Vout< VDD, NMOS is cut off 

Vin<Vtn,then the output of XOR gate equal to 

(Vtp) threshold voltageof PMOS transistor. 

At A=0, B=1 NMOS is cut off Vin< Vth, the 

PMOS in thelinear region Vin–Vth <Vout< VDD, 

then the output of XORequal to VDD passes 

through PMOS. 

At A=1, B=0 the PMOS transistor is switched off 

andNMOS transistor is switched on, where PMOS 

is cut offVin<Vtp and NMOS in the linear region 

Vin–Vtn<Vout<VDD then the output of the XOR 

gate is equal to VDD-Vtn,(Vtn) threshold voltage 

of NMOS transistor. 

At A=1, B=1 PMOS is cut off and NMOS in the 

linear region, then the output equal to ground 

passes through NMOS. 

TABLE II. Truth Table Of XOR Gate. 

 

 
Figure: GDI cell; (a) 4T-XOR GATE, (b) 6T-XOR 

GATE 

Implementation of MGDI  

Design of primitive cells using MGDI 

1) AND GATE USING MGDI The technique of 

manipulation of MGDI allowed by AND gate 

merely requires two transistors.  

 

 

Figure: Demonstrates that gate schematic 

View of AND gate using MGDI technique 

consumes fewer transistors than conventional logic 

technique in Figure. 

a. OR GATE Using MGDI 

The OR gate generated MGDI operation technique 

needs only 2 transistors which will be shown in 

figure. 

 

Figure:Full Swing OR Gate 

b. XOR GATE Using MGDI 

For XOR gate implementation, three transistor 

numbers are provided using the MGDI shown in 

figure. Use this 3 XOR transistor the number of 

transistors can be reduced with full adder [7]. 

 

Figure:Full Swing XOR Gate 
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C. Design of Full Adder 

A full adder is a combinational circuit that 

performs the arithmetic operation of 3 number of 

bits [8]. Addition considered an essential operation 

in arithmetic and logic unit digital signal 

processing and. The 1-bit full adder contains three 

input bits and two output bits, the first two bits of 

the inputs are A and B called operands and the 

third input bit Cin is a bit carried in from the 

previous less-significant stage, output bits called 

sum is the result of addition operation and carry out 

which will be the input carry to the next addition 

operation, and the expression. 

 

The proposed design consists of 16 transistors 

including two XOR gate cells to produce sum and 

one multiplexer cell to produce carry out, as shown 

in figure (4), the block diagram shown in figure (5), 

and the truth table of proposed full adder presented 

in table III  

 

 

Figure: Proposed design for 1-Bit Full Adder 

 

Figure: Block Diagram For Proposed Full Adder 

4 BIT FULL ADDER Using MGDI 

4-Bit Binary Adder to fast carry. The definition is 

general. Such full adders add up to two binary 

numbers of 4 bits. The sum outputs are given for 

every bit, and the resulting carry is obtained from 

the fourth bit. Both four bits of these adders feature 

a full internal look ahead.  

1) FULL Subtractor Using MGDI 

The complete subtractor is a hybrid circuit used to 

subtract three bits of input: the minuend Z, 

subtrahend X, borrow Y. The full subtractor 

generates two output bits: difference D, and borrow 

B. Y is set to borrow a corresponding Z digit. 

Therefore Y is subtracted from Z as well as the 

subtracting X. 

Figure: shows an absolute logic circuit for a 

subtractor 

 

Figure:  The logic circuit of full subtractor 

With 26 transistors the full subtractor using MGDI 

has been developed. The schematic design of full 

subtractor will be displayed in figure. The circuit is 

operating at 1.8 V. 

4 Bit Full Subtractor using  MGDI 

A binary adder-subtractor in digital circuits is one 

that is one that can add and deduce binary numbers 

in one circuit per se. The 4-bit full subtractor 

schematic architecture using MGDI is shown in fig. 

12 [11], [12]. 
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Figure:  The logic circuit of 4-bit full subtractor 

Design 4x4 multiplier using MGDI 

The main block of a multiplier is full adder circuit 

as depicted using MGDI technique. Partial products 

are determined by multiplying the multiplier by 

each bit and then by summing the partial products. 

You will design an array multiplier to execute the 

multiplication that multiplies two 4-bit inputs and 

calculates an 8-bitoutput. Construction is made of 

the 4*4 array multiplier. The array multiplier is 

configured with a modified gate diffusion input 

technique to get the best low logic. In 180nm 

technology, the circuit has the 1.8V power supply. 

This configuration is being compared with the 

CMOS, and GDI will be done.  

Figure: Displays the 4x4 multiplier schematic 

V. RESULTS 

i. Existing System 

a) Device and node counts: 

MOSFETs -      14 

MOSFET geometries -       2 

Voltage sources -       4 

Subcircuits -       5 

Model Definitions -       6 

Computed Models -       2 

Independent nodes -       9 

Boundary nodes -       5 

Total nodes -      14 

b) Power Results 

VV1 from time 0 to 8e-008 

Average power consumed -> 3.258043e-007 watts 

Max power 8.139258e-003 at time 4.001e-008  

Min power 0.000000e+000 at time 0  

VV2 from time 0 to 8e-008 

Average power consumed -> 3.678060e-006 watts 

Max power 9.211432e-003 at time 2.001e-008  

Min power 0.000000e+000 at time 0  

VV3 from time 0 to 8e-008 

Average power consumed -> 2.432820e-003 watts 

Max power 1.953101e-002 at time 4.001e-008  

Min power 1.492829e-009 at time 1.11e-009  

Measure information will be written to file 

"C:\Users\HOME\AppData\Local\Temp\Full_adde

r_gdi\Full_adder_gdi.measure" 

Measurement result summary 

delay            =  201.9805p 

Power values : 

Existing value:811.6 micro watt 

ii. Proposed System   

a) Device and node counts: 

MOSFETs -      28 

MOSFET geometries -       3 

Voltage sources -       4 

Subcircuits -      11 

Model Definitions -       6 

Computed Models -       2 

Independent nodes -      11 

Boundary nodes -       5 

Total nodes -      16 

*** 1 WARNING MESSAGE GENERATED 

DURING SETUP 

b) Power Results 

VV1 from time 0 to 8e-008 

Average power consumed -> 2.670889e-005 watts 

Max power 1.462639e-003 at time 1.1e-008  

Min power 0.000000e+000 at time 0  

VV2 from time 0 to 8e-008 

Average power consumed -> 3.271979e-005 watts 

Max power 2.306265e-003 at time 2.08408e-008  

Min power 0.000000e+000 at time 0  

VV3 from time 0 to 8e-008 

Average power consumed -> 2.021329e-005 watts 

Max power 2.049975e-003 at time 4.1e-008  

Min power 0.000000e+000 at time 0  

Measure information will be written to file 

"C:\Users\HOME\AppData\Local\Temp\FULL_A

DD\FULL_ADD.measure" 

Measurement result summary 

  delay            =  149.4834p 

Proposed value:26micro watt 
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Figure: Existing Full Adder 

 

Figure: Proposed design for 1-Bit Full Adder 

 

Figure: proposed Full adder circuit with SWING 

GDI TECHNIQUE 

 

Figure: GDI XOR gate 

 

Figure: XOR Full Swing 

 

Figure: XOR Full Swing 

This work presents a 1-bit Full Adder designed in 

65nm TSMC process using the Full-Swing GDI 

technique and simulated using the Cadence 

Virtuoso simulator. Simulation results showed 

design in terms of power consumption and 

transistor count, while maintaining Full-Swing 

Operation. The proposed design consists of 16 

transistors and operates under 1V supply voltage.  
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Abstract— The need for fast data processing and 

reducing the power dissipation of digital signal 

processing(DSP) algorithms and Cryptographic 

algorithms have provoked the development of 

efficient hardware implementations of residue 

number system (RNS) and logarithmic number 

system(LNS) arithmetic. This paper describes the 

implementation of adder and subtractor units by 

using RNS and LNS arithmetic. Addition and 

subtraction units are major and basic operations in 

public key cryptographic algorithms like Elliptic 

Curve Cryptography (ECC). 

Keywords— Residue number system (RNS), 

logarithmic number system (LNS), adder, 

subtractor, power dissipation, digital signal 

processing (DSP), Cryptography. 

I. INTRODUCTION 

The biological sequence alignments for sequence 

of Deoxyribonucleic Acid (DNA)or protein present 

an insight into the natural mutations occurring in 

the strings. Also, similarities between two 

sequences might suggest evolution from the same 

genetic tree or mutations over time that occurred in 

one of the sequences in the given pair of 

sequences.A nucleotide consists of two parts viz: a 

phosphate group and a sugar group called 

deoxyribose; these two parts form the ribbon-like 

backbone of the DNA strandand are identical in all 

nucleotides. There are four different kinds of bases, 

which de- fine the four different nucleotides viz: 

Adenine (A), Cytosine (C), Guanine (G) and, 

Thymine (T). 

 

There are several algorithms for doing sequence 

alignment. The commonly used ones are Fast 

Alignment Search Tool –All (FASTA) and Basic 

Local Alignment Search Tool (BLAST). The Smith 

- Waterman Algorithm (SWA)is very sensitive 

algorithm but it has a very high computational cost. 

Due to this high computational cost, the real-life 

application of the SWA is much limited and the 

benefits that would have accrued from the field of 

bioinformatics are yet to come to the fore. The high 

The high computational cost of the SWA  has a 

direct link with the carry propagation 

Chains inherent to the Weighted Number 

Systems(WNS), e.g., binary number systems, 

decimal number systems. Because of this intrinsic 

performance limiter for arithmetic units and 

processors built based on WNS, several attempts 

have been made to overcome the speed. 

II. RELATED WORK 

In related work on bioinformatics with key 

reference to sequence alignment methods, Smith – 

Waterman Algorithm (SWA), and the 

computational cost of the SWA has a direct link 

with the carry propagation. 

Now, Bioinformatics entails the creation and 

advancement of databases, algorithms, 

computational and statistical techniques, and theory 

to solve formal and practical problems arising from 

the management and analysis of biological data. 

Over the past few decades rapid developments in 

genomics and other molecular research 

technologies and developments in information 

technologies have combined to produce a 

tremendous amount of information related to 

molecular biology. It is the name given to these 

mathematical and computing approaches used to 

glean unde Bioinformatics is the application of 

information technology and computer science  to 

the field of molecular biology. The term 

bioinformatics was coined by Paulien Hogewegin 

1979[50] for the study of informatics processes in 

biotic systems. Its primary use since at least the late 

1980s has been in genomics and genetics, 

particularly in those areas of genomics involving 

large-scale DNA sequencing.  

 

Standing of biological processes, common 

activities in bioinformatics include mapping and 

analyzing DNA and protein sequences, aligning 

different DNA and protein sequences to compare 
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them and creating and viewing 3-D models of 

protein structures. 

III. DESIGN 

a) Digital System Implementation Process 

In general, a digital system is a sequential circuit 

made up of interconnected flip - flops and gates. 

The system is partitioned into modular subsystems, 

each of which performs some functional tasks. 

Inter connecting the various subsystems through 

data and control signals results in a digital system. 

In this digital system, we partition the system into 

two types of modules: 

i. Data path  

ii. Control unit. 

Data Path: The Data path is responsible for all the 

operation performs on the data. It includes, 

Functional units such as adders, shifters, 

multipliers, Arithmetic and Logic Units(ALUs) 

and, comparators. 

Control Unit: The control unit (controller) is 

responsible for controlling all the operations of the 

data path by providing appropriate control signals 

to the data path at the appropriate times. 

b) The Module Design Flow 

Design Entry: This is the first programming step. 

The circuit or system design must be entered into 

the design application software using text - based, 

graphic entry (schematic capture), or state diagram 

description. 

 

Figure-1: The Module Design Flow Diagram 

c) Functional simulation 

The entered and compiled design is simulated by 

soft- ware to confirm that the logic circuit functions 

as expected. The simulation will verify that correct 

outputs are produced for a specified set of inputs. A 

device - independent software tool for doing this is 

generally called a waveform editor. The steps 

involved are Synthesis, Implementation, Time 

simulation, Download. 

d) Hardware Implementation of the RNS –SWA 

Architecture 

In this section, we give a detail procedure of the 

hardware implementation of this step using RNS as 

tool, making use of its carry free, modularity and 

one step multiplication. 

e) The RNS-SWA Forward Converter 

The binary/decimal values are converted into 

residues numbers by the Binary to RNS Converter 

(BRC), which is termed the RNS forward 

conversion. 

f) The Design Entry 

The memory less RNS forward converter is entered 

into a Quartus II version 4.0 VHDL application 

software using the graphic entry or schematic 

capture tool embedded in the software. 

g) The RNS Based Smith – Waterman Processor 

The next step after the binary/decimal conversion 

to RNS phase is the RNS base SWA processor 

stage. This stage shows how the inherent properties 

of RNS are used to do carry free arithmetic’s on the 

SWA. 

 
Figure - 2: The Schematic Diagram of RNS - 

SWA processor 
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h) Residue Number System Comparator

The RNS comparator architecture is made up of 

256 words ×8-bit ROM that contains the residue 

values and their decimal equivalents of all the 

decimal numbers with in the dynamic range.

residue values, 8-bit numbers, are used as the 

address of the rivalries equivalent decimal 

numbers. 

Figure - 3: The Schematic Diagram of 

IV. METHODLOGY

a) Thermometer Encoding Representation of 

TC: 

Thermometer Coding with TC [18], the value of 

each number is expressed as the number of ones in 

a string of bits. Since, in this coding, no weight is 

assigned to bit positions, it is not important where 

the ones are placed. 

b) One-Hot Coding 

The OHC is usually used to address lookup tables 

(LUTs) and at the output of some linear circuits.

h) Residue Number System Comparator 

The RNS comparator architecture is made up of 

contains the residue 

values and their decimal equivalents of all the 

decimal numbers with in the dynamic range. The 

bit numbers, are used as the 

ries equivalent decimal 

 

The Schematic Diagram of RNS 

METHODLOGY 

Thermometer Encoding Representation of 

 

Thermometer Coding with TC [18], the value of 

each number is expressed as the number of ones in 

a string of bits. Since, in this coding, no weight is 

important where 

The OHC is usually used to address lookup tables 

(LUTs) and at the output of some linear circuits. 

Figure - 4: OHR – Based module 

c) The Logarithmic Number System

The representation of data 

used as a means to simplify particular arithmetic 

operations and utilize improved numerical 

properties, even before the modern digital 

computer era. The logarithmic number system.

(LNS) is a formalization of the logarithmic 

representation of the data in a digital system and it 

can be conceived as a generalization of the 

floating-point representation. Swartzlander and 

Alexopoulos described the basics of the 

sign/logarithm arithmetic. 

V. RESULTS

Figure - 5: Log Block Diagram

 

Figure - 6: OHR adder block diagram

 

Based module -7adder 

The Logarithmic Number System 

The representation of data as logarithms is long 

used as a means to simplify particular arithmetic 

operations and utilize improved numerical 

properties, even before the modern digital 

computer era. The logarithmic number system. 

(LNS) is a formalization of the logarithmic 

tion of the data in a digital system and it 

can be conceived as a generalization of the 

point representation. Swartzlander and 

Alexopoulos described the basics of the 

. RESULTS 

 

Log Block Diagram 

 

adder block diagram 
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Figure - 7: thermometer block diagram

Figure - 8: log adder simulation

Figure - 9: OHR output

Figure - 10: thermometer results

Figure - 11: Log adder Delay

Figure - 12: OHR adder delay

Figure - 13: thermometer  Adder delay

VI. CONCLUSION

The possibility of accelerating the Smith

man algorithm (SWA) using the arithmetic 

advantages of the Residue Number System (RNS). 

RNS is such an integer system exhibiting the 

 

thermometer block diagram 

 

log adder simulation 

 

output 

 
thermometer results 

 
Log adder Delay 

 
OHR adder delay 

 

Adder delay 

VI. CONCLUSION 

The possibility of accelerating the Smith-Water-

using the arithmetic 

advantages of the Residue Number System (RNS). 

RNS is such an integer system exhibiting the 

capabilities that support parallel computation, carry 

free addition, borrow-free subtraction, and single 

step multiplication without partial product. The 

theoretical analysis shows the advantages of 

implementing the SWA on an RNS platform. These 

advantages are exploited in 

build an RNS-SWA architecture in order to reduce 

the compu-tational time of the 

SWA architecture consists of a Binary to 

converter, two RNS processors, and RNS to Binary 

converter cum comparator. 
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Abstract— In this paper, an advanced error 

correction 2-dimensional code based on divide-

symbol is proposed to weaken radiation-induced 

MCUs in memory for space applications. For 

encoding data bits, diagonal bits, parity bits and 

check bits were analyzed by XOR operation. To 

recover the data, again XOR operation was 

performed between the encoded bits and the 

recalculated encoded bits. After analyzing, 

verification, selection and correction process takes 

place. Temporary errors which are classified under 

soft errors are created because of fluctuations in the 

voltage or external radiations. These errors are very 

common and obvious in memories. In this paper, 

multi-bit error detection and correction technique is 

proposed to identify errors 2 bits error for one row. 

The proposed scheme is simulated and synthesized 

using Xilinx implemented in Verilog HDL. 

 

Index Terms: Space Applications ,Diagonal 

Hamming, Multibit error correction, Random bit 

errors and correction techniques. 

I. INTRODUCTION 

Binary information is stored in a storage space 

called memory. This binary data is stored within 

metal-oxide semiconductor memory cells on a 

silicon integrated circuit memory chip. Memory 

cell is a combination of transistors and capacitors 

where capacitor charging is considered as 1 and 

discharging considered as 0 and this can store only 

one bit. Errors which are temporary or permanent 

are created in the memory cells and need to be 

eliminated. Single bit error correction is most 

commonly used technique which is capable of 

correcting up to one bit. Since technology is 

increasing rapidly, there are more probabilities of 

getting multiple errors [1]. Use of Diagonal 

Hamming method leads to efficient correction of 

errors in the memories. Memory was divided as 

SRAM, DRAM, ROM, PROM, EPROM, 

EEPROM and flash memory [2]. Main advantages 

of semiconductor memory is easy to use, less in 

cost, and have high bits per square micrometers. 

Temporary errors are called transient errors which 

are caused because of fluctuations in potential 

level. Permanent errors are caused because of 

defects during manufacturing process or large 

amount of radiations [3]. 

 For detection and correction of these soft errors, 

various methods have been proposed [4]. In this 

paper, memory bits which are affected by errors are 

recognized and rectified using Diagonal Hamming 

based multi-bit error detection and correction 

technique. The aim of this method is to detect 

effectively up to 8 bit errors and correcting them. 

In this project, Section-II gives overview of other 

coding techniques. The advantages and 

disadvantages of different coding techniques are 

discussed. Binary digits is stored in a space called 

memory. Errors occur in memory due to voltage 

fluctuations, manufacturing process or due to very 

high radiations. There are many coding techniques 

for error correction and detection. These techniques 

can correct from single to multiple bit errors. 

Coding methods like HVD, HVDD, HVPDH, 

DMC, MDMC, 3D parity check with Hamming are 

used to correct bits in memory. The 3 Dimensional 

parity check is used for checking and correcting the 

errors in message bits and hamming is used for 

correction of parity bits [3]. In HVPDH method, 

numbers of parity bits are reduced and hence 

reliability is increased [1]. HVD method [5] is used 

for correction of soft error bits and the power 

consumption is less in this method. In HVD 

method, the parity code uses four different 

directions in block of data. 

Problem Statement Coding theory is interested in 

providing a reliability and trustiness in each 

communication system over a noisy channel. In the 

more communication systems, the error correction 

codes are used to find and correct the possible bit 

changing [2], for example, in wireless phones and 

etc. In any environment, Environmental 

interference, physical fault noise, electromagnetic 

radiation and other kinds of noises and disturbances 
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in the communication system affect communication 

direction to corrupted messages, an errors in the 

received codeword (message) or bit changing 

might be happened during a transmission of data 

[1] [2]. So, the data can be corrupted during a 

transmission and dispatching from the transmitter 

(sender) to the receiver, but during a data 

transmission, it might be affected by a noise, then 

the input data or generated codeword is not the 

same as received codeword or output data [1]. The 

error or bit changing which is happened in data bits 

can change the real value of the bit(s) from 0 to 1 

or vice versa. In the following simple figure, a base 

structure of communication system is indicated. 

And this figure indicates that how the binary signal 

can be affected by a noise or other effects during a 

transmission on the noisy communication channel: 

 

Figure: Data Transmission 

To get the best idea of correction by using a 

redundancy in digital communication, first of all, it 

is necessary to model the main scheme contains 

two main parts called encoding and decoding like 

the following figure and in the next parts all of 

these parts will be explained in detail and 

implemented in verilog  language. 

 

Figure: The main scheme of hamming code 

According to this figure [2] [3], first of all, the code 

will be generated by a source, and then to do 

encoding part, the parity (redundancy) bits will be 

added by the encoder to the data bits which sent 

from a source. After that, the generated codeword 

which is a combination of data bits and parity bits 

will be transmitted to the receiver side, and during 

transmission, the error or bit changing might be 

happened in the communication channel over 

produced codeword. At the end, the corrupted error 

must be detected and corrected by decoder on the 

receiver side. 

II. RELATED WORK 

One of the proper subset of information theory is 

called coding theory, but the concept of these 

theories are completely different [2]. The main 

subject is began from a seminar paper which 

presented by Claude Shannon in the mid of 20th 

century. And in that paper, he demonstrated that 

good code exist, but his assertions were 

probabilistic. Then after Shannon’s theorem, Dr 

Hamming [1] [3] and Marcel Golay [5] presented 

their first error correction codes which called 

Hamming and Golay codes [2]. Source Encoder 

Channel Received message Decoder Receiver  

In 1947, Dr Hamming introduced and invented the 

first method and generation of error correction code 

called hamming code [1] [6]. Hamming code is 

capable to correct one error in a block of the 

received message contains binary symbols [7]. 

After that, Dr Hamming has published a paper [1] 

in the Bell technical journal with a subject of error 

detection and error correction code. In 1960, other 

methods for error detection and error correction 

codes were introduced and invented by another 

inventor, for example, BCH code was invented by 

Bose, Chaudhuri and Hocquenghem who are a 

combination of the surname of the initial inventors' 

of BCH code [7].  

Another error detection and error correction code 

which presented in 1960 was Reed Solomon (RS) 

code that invented by two inventors called Irving 

Reed and Gustave Solomon and this method was 

developed by more powerful computers and more 

efficient algorithm for decoding part [8]. 2.2. Types 

of Hamming Code There are three more significant 

types of hamming codes which called 1. Standard 

hamming code, 2. Extended hamming code [9], 3. 

Extended hamming product code, but in this 

research, the standard hamming code is used and 

implemented.  

III. DESIGN METHODLOGY  

Design of Diagonal Hamming method for memory 

Proposed design of Diagonal Hamming based 

multi-bit error detection and correction technique 

to the memory is shown in Figure. Using this 

approach of diagonal Hamming bits, the errors in 

the message can be recognized and can be rectified 

which are saved in the memory. In encoding 

technique message bits are given as input to the 
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Diagonal Hamming encoder and the Hamming bits 

are calculated. Message and Hamming bits (32+24 

bits) are saved in the memory after the encoding 

technique. 

 

Figure: Proposed Architecture of Diagonal 

hamming method for memory 

 

Figure: 32-bit message organization (C=8 and 

R=4) 

 
Figure: Grouping of the message bits to generate 

hamming bits 

Errors which are occurring in the message bits, are 

saved in the memory and can be recognized and 

rectified in the decoding technique. B. Design of 

Diagonal Hamming Encoder For example, message 

of 32 bits is accounted in the proposed method. The 

message is represented in the form m x n matrix. 

The grouping of the message bits is depicted in 

Figure. The encoder generates the hamming bits 

and the hamming bits are obtained by grouping the 

message bits and the hamming bits are calculated 

with the help of hamming code. The message bits 

are patterned as shown in Figure. Eight diagonals 

are considered in this Diagonal Hamming method 

and each diagonal consists of 4 message bits. 

 

Figure: Positions of the hamming bits in 

accordance with the grouped message bits 

Message bits are grouped as shown in the Fig. 3 in 

the specified directions. The first diagonal consists 

of m3[7], m3[5], m2[6], m1[7], the second 

diagonal has m3[6], m2[7], m0[1], m1[0], the third 

diagonal has m0[0], m0[2], m1[1], m2[0], the 

fourth diagonal has m3[4], m2[5], m1[6], m0[7], 

the fifth diagonal has m3[3], m2[4], m1[5], m0[6], 

the sixth diagonal has m3[2], m2[3], m1[4], m0[5], 

the seventh diagonal has m3[1], m2[2], m1[3], 

m0[4] and the eight diagonal has m3[0], m2[1], 

m1[2], m0[3]. Each one of the diagonals has four 

message bits. For the respective groups, the 

hamming bits are calculated as shown in Figure. 

The hamming bits are shown as R1, R2, R3, R4, 

R5, R6, R7, R8 arrays and these arrays consist 

of 3 bits. The hamming bits are 

calculated as given in equations (1)- 

(24) : For the first row: 

R1[1] = m1[7] ⊕ m2[6] ⊕ m3[7]; (1) R1[2] = 

m1[7] ⊕ m3[5] ⊕ m3[7]; (2) R1[3] = m2[6] ⊕ 

m3[5] ⊕ m3[7]; (3) For the second row: R2[1] = 

m1[0] ⊕ m0[1] ⊕ m3[6]; (4) R2[2] = m1[0] ⊕ 

m2[7] ⊕ m3[6]; (5) R2[3] = m0[1] ⊕ m2[7] ⊕ 

m3[6]; (6) For the third row: R3[1] = m2[0] ⊕ 

m1[1] ⊕ m0[0]; (7) R3[2] = m2[0] ⊕ m0[2] ⊕ 

m0[0]; (8) R3[3] = m1[1] ⊕ m0[2] ⊕ m0[0]; (9) 

For the fourth row: R4[1] = m0[7] ⊕ m1[6] ⊕ 

m3[4]; (10) R4[2] = m0[7] ⊕ m2[5] ⊕ m3[4]; 

(11) R4[3] = m1[6] ⊕ m2[5] ⊕ m3[4]; (12) For 

the fifth row: R5[1] = m0[6] ⊕ m1[5] ⊕ m3[3]; 

(13) R5[2] = m0[6] ⊕ m2[4] ⊕ m3[3]; (14) R5[3] 

= m1[5] ⊕ m2[4] ⊕ m3[3]; (15) For the sixth row: 

R6[1] = m0[5] ⊕ m1[4] ⊕ m3[2]; (16) R6[2] = 

m0[5] ⊕ m2[3] ⊕ m3[2]; (17) R6[3] = m1[4] ⊕ 
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m2[3] ⊕ m3[2]; (18) For the seventh row: R7[1] = 

m0[4] ⊕ m1[3] ⊕ m3[1]; (19) R7[2] = m0[4] 

m2[2] ⊕ m3[1]; (20) R7[3] = m1[3] 

m3[1]; (21) For the eight row: R8[1] = m0[3] 

m1[2] ⊕ m3[0]; (22) R8[2] = m0[3] 

m3[0]; (23) R8[3] = m1[2] ⊕ m2[1] 

(24) In the encoder, the hamming bits are 

calculated for message. We get 24 hamming bits in 

total for 32-bit message. C. Proposed Diagonal 

Hamming Decoder The message bits which are 

encoded and kept in memory as a matrix as shown 

in Fig. 4, and are given as input to the decoder. The 

decoder now segregates message and hamming bits 

and it recalculates the hamming bits and evaluates 

syndrome bits. The syndrome bits are evaluated 

using the equations given in (25)-

row S1[1] = R1[1] ⊕ m1[7] ⊕ m2[6] 

(25) S1[2] = R1[2] ⊕ m1[7] ⊕ m3[5] 

(26) S1[3] = R1[3] ⊕ m2[6] ⊕ m3[5] 

(27) For the second row: S2[1] = R2[1] 

⊕ m0[1] ⊕ m3[6]; (28) S2[2] = R2[2] 

⊕ m2[7] ⊕ m3[6]; (29) S2[3] = R2[3] 

⊕ m2[7] ⊕ m3[6]; (30) For the third row: S3[1] = 

R3[1] ⊕ m2[0] ⊕ m1[1] ⊕ m0[0]; (31) S3[2] = 

R3[2] ⊕ m2[0] ⊕ m0[2] ⊕ m0[0]; (32) S3[3] = 

R3[3] ⊕ m1[1] ⊕ m0[2] ⊕ m0[0]; (33) For the 

fourth row: S4[1] = R4[1] ⊕ m0[7] 

m3[4]; (34) S4[2] = R4[2] ⊕ m0[7] 

m3[4]; (35) S4[3] = R4[3] ⊕ m1[6] 

m3[4]; (36) For the fifth row: S5[1] = R5[1] 

m0[6] ⊕ m1[5] ⊕ m3[3]; (37) S5[2] = R5[2] 

m0[6] ⊕ m2[4] ⊕ m3[3]; (38) S5[3] = R5[3] 

m1[5] ⊕ m2[4] ⊕ m3[3]; (39) For the sixth row: 

S6[1] = R6[1] ⊕ m0[5] ⊕ m1[4] 

S6[2] = R6[2] ⊕ m0[5] ⊕ m2[3] 

S6[3] = R6[3] ⊕ m1[4] ⊕ m2[3] 

For the seventh row: S7[1] = R7[1] 

m1[3] ⊕ m3[1]; (43) S7[2] = R7[2] 

m2[2] ⊕ m3[1]; (44) S7[3] = R7[3] 

m2[2] ⊕ m3[1]; (45) For the eight row: S8[1] = 

R8[1] ⊕ m0[3] ⊕ m1[2] ⊕ m3[0]; (46) S8[2] = 

R8[2] ⊕ m0[3] ⊕ m2[1] ⊕ m3[0]; (47) S8[3] = 

R8[3] ⊕ m1[2] ⊕ m2[1] ⊕ m3[0]; (48) If all the 

syndrome bits are equal to zero, then it represents 

that the message bits are not corrupted and

anyone of the syndrome bits in non

represents the message bit(s) are corrupted. These 

corrupted bits need correction so, the message bits 

are sent to the error correction part. In the 

correcting of error part, the location of error is 

identified by doing the following calculations: 

Suppose if the error is in the third row of the 

m3[2]; (18) For the seventh row: R7[1] = 

) R7[2] = m0[4] ⊕ 

m3[1]; (20) R7[3] = m1[3] ⊕ m2[2] ⊕ 

m3[1]; (21) For the eight row: R8[1] = m0[3] ⊕ 

m3[0]; (22) R8[2] = m0[3] ⊕ m2[1] ⊕ 

m2[1] ⊕ m3[0]; 

(24) In the encoder, the hamming bits are 

calculated for message. We get 24 hamming bits in 

bit message. C. Proposed Diagonal 

Hamming Decoder The message bits which are 

encoded and kept in memory as a matrix as shown 

given as input to the decoder. The 

decoder now segregates message and hamming bits 

and it recalculates the hamming bits and evaluates 

syndrome bits. The syndrome bits are evaluated 

-(48) : For first 

m2[6] ⊕ m3[7]; 

m3[5] ⊕ m3[7]; 

m3[5] ⊕ m3[7]; 

(27) For the second row: S2[1] = R2[1] ⊕ m1[0] 

m3[6]; (28) S2[2] = R2[2] ⊕ m1[0] 

m3[6]; (29) S2[3] = R2[3] ⊕ m0[1] 

6]; (30) For the third row: S3[1] = 

m0[0]; (31) S3[2] = 

m0[0]; (32) S3[3] = 

m0[0]; (33) For the 

m0[7] ⊕ m1[6] ⊕ 

m0[7] ⊕ m2[5] ⊕ 

m1[6] ⊕ m2[5] ⊕ 

m3[4]; (36) For the fifth row: S5[1] = R5[1] ⊕ 

m3[3]; (37) S5[2] = R5[2] ⊕ 

m3[3]; (38) S5[3] = R5[3] ⊕ 

m3[3]; (39) For the sixth row: 

m1[4] ⊕ m3[2]; (40) 

m2[3] ⊕ m3[2]; (41) 

m2[3] ⊕ m3[2]; (42) 

For the seventh row: S7[1] = R7[1] ⊕ m0[4] ⊕ 

m3[1]; (43) S7[2] = R7[2] ⊕ m0[4] ⊕ 

m3[1]; (44) S7[3] = R7[3] ⊕ m1[3] ⊕ 

or the eight row: S8[1] = 

m3[0]; (46) S8[2] = 

m3[0]; (47) S8[3] = 

m3[0]; (48) If all the 

syndrome bits are equal to zero, then it represents 

that the message bits are not corrupted and if 

anyone of the syndrome bits in non-zero, then it 

represents the message bit(s) are corrupted. These 

corrupted bits need correction so, the message bits 

are sent to the error correction part. In the 

correcting of error part, the location of error is 

ntified by doing the following calculations: 

Suppose if the error is in the third row of the 

message organization, then the error position is 

calculated as: (S3[3] ∗ (22 )) + (S3[2] 

(S3[0] ∗ (20 )); (49) After the position is calculated, 

the error corrector negates the bit corresponding to 

that position to correct the data bit. This process is 

done till all the corrupted bits are corrected.

V. RESULTS

Figure: Encoder

Figure: Encoder output

Figure: Decoder

Figure: Delay

message organization, then the error position is 

(22 )) + (S3[2] ∗ (21 )) + 

(20 )); (49) After the position is calculated, 

or corrector negates the bit corresponding to 

that position to correct the data bit. This process is 

done till all the corrupted bits are corrected. 

. RESULTS 
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Encoder output 

 

Decoder output 
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VI. CONCLUSION 

Diagonal Hamming coding method is proposed in 

this paper and the main idea behind this work is to 

reduce maximum errors during transmission of bits 

in memory. Diagonal Hamming method identifies 

and corrects up to maximum of 8bit errors in a row 

for 32-bit input. Diagonal Hamming method 

ensures less area and delay by 91.76 percentage 

and 84.18 percentage respectively. Huge amount of 

error correction is possible using this Diagonal 

Hamming method. 
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I.     INTRODUCTION 

The modern technologies move towards smaller, 

faster, and cheaper computing systems. This has 

been facilitated by exponential increase in device 

density and operating frequency through VLSI 

technology scaling. This has led to an increase in 

power consumption that has reached limits of 

reliability and cost. In addition, continued scaling 

into the nanometer system has brought design 

robustness issues such as soft error, signal integrity, 

and process variability. In addition, the issues of 

power consumption and robustness are affected 

with time. This has created a predicament in 

computer system design that intimidated to be an 

uncertain block to future advancement [2]. 

The fast improvement of VLSI CMOS circuit 

technique is due to the wireless systems with low 

power budgets and increased use of small sized 

gadgets and very high speed processors. To attain 

this requirement, the supply voltages and size of 

transistors are scaled with technology. Due to larger 

number of devices per chip, the interconnection 

density increases [3]. The interconnection density 

along with high clock frequency increases 

capacitive coupling of the circuit. Therefore, the 

noise pulses are generated leading to logic failure 

and delay of the circuit [6]. Again, when supply 

voltage is scaled, the threshold voltage of    the 

device needs to be scaled to preserve the circuit 

performance, which leads to increase in the leakage 

current of the device Due to low device count and 

high speed especially compared to complementary 

CMOS, dynamic-logic circuits are broadly used in a 

wide range of applications including dynamic 

memory, digital signal processors and 

microprocessors. Dynamic circuit contains a pull-

down network which realizes our desired logic 

functions. According to the basic dynamic circuit 

operation, the dynamic node precharges at every 

clock cycle. As the clock signal frequency is high, 

the circuit generates a lot of noise which consumes 

extra power and slows the circuit. 

II.     LITERATURE SURVEY 

A domino logic module consist of a pull down 

network (PDN), dynamically connected, followed 

by a static inverter [7] as shown in figure 1. The 

non-inverting output of domino is represented by 

RESEARCH ARTICLE                                     OPEN ACCESS 
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In this paper, a new technique of power reduction in CMOS domino logic is proposed. The proposed 

technique uses clock gating as well as output hold circuitry. Clock is passed to the domino logic only during the 

active state of the circuit. During standby mode, clock is bypassed while the state of the circuit is retained. A 2:1 
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in a 2-input NAND gate, 2-input nor gate and 1-bit conventional full adder cell in 16nm CMOS technology. The 
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Propagation delay is slightly increased to an average of 4.53 %. Area of the proposed circuit increases to four 

transistors per domino module. 
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signal out while domino node is represented by X. 

The PDN is built exactly as that in complementary 

CMOS.  

 

A. Standard Domino Logic Module 

The domino module works in two phases - 

precharge and evaluation, where the signal clock 

controls the mode of operation as shown below: 

 

 
Figure: A Standard Domino Logic Module 

 
Figure: NAND gate using domino logic 

 
Figure: Waveforms for a 2-input NAND gate using 

domino logic during standby mode 

During precharge phase, domino node X is charged 

to VDD by pmos transistor mp1. The nmos 

transistor mn1 is off during this phase. During 

evaluation phase, transistor mp1 is off while mn1 is 

in on state. If the input values are such that PDN 

conducts, node X discharges, otherwise it will hold 

the precharge value i.e. VDD. Figure 2 shows the 

domino logic module for a 2-input nand gate. Let 

the inputs of a 2-input nand gate domino logic 

are ’11’ i.e. A=’1’ and B=’1’ during standby mode. 

For this case, the out should be ’1’ but since the 

clock is present, out is a pulse as shown in figure 3. 

The presence of clock and the pulse shaped output 

dissipates a significant amout of power dissipation 

during standby mode. For the other combinations of 

standby inputs i.e. ’00, ’01’ and ’10’, out is ’0’. The 

presence of clock in domino logic leads to power 

dissipation in this case. Domino logic is faster than 

its static logic counterparts. Although, it is very 

sensitive to noise sources such as leakage current, 

crosstalk, charge sharing, power supply bump and 

ground bounce since its dynamic node cannot be 

recovered after the data is lost by those noise 

sources [4,5]. 

III. PROPOSED SYSTEM 

 

We have presented a new scheme for the design 

of noise tolerant domino logic technique. This 

circuit contains a precharge transistor, an evaluation 

network, footer transistors and semi-dynamic 

inverter as depicted in figure. In the precharge 

period when the clock is low, the precharge pmos 

gets on and dynamic node is connected to vdd and 

gets precharge to vdd. When clock goes high, the  

evaluation  phase  starts  and output gets  evaluated 

with pull-down network that conditionally gets  

discharged if  the pdn  is on. During evaluation 

period when all the inputs are at logic 0, the 
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dynamic node stays at logic 1. However, in case of 

wide fan-in circuits, due to the sub threshold 

leakage pdn network leaks the charge stored in the 

capacitance at the dynamic node.  When a noise 

voltage impulse occurs at gate input, voltage level 

of the dynamic node decreases resulting is change 

in output logic [8,9]. To stop that, the footer 

transistors (m2, m3 and m4) are connected. M3 acts 

as stacking transistor [10,11]. At the evaluation 

period, when the dynamic node should be 

discharged, at that time m2 makes a charge 

discharge path. In basic domino logic, the output 

pulses persist in the circuit, due to the precharge act. 

 
Figure: Proposed Circuit 

 

The pulses of output node N_FOOT always 

propagated because of turning on the NMOS 

transistor present in the buffer by precharge pulse in 

the dynamic node. Therefore it can be easily said 

that we can avoid the precharge pulse propagating 

to the output of the buffer, if we can turn off the 

NMOS transistor of the buffer during precharge. 

Following this method, this unique circuit technique 

is proposed [13]. 

 

B. Circuit Analysis 

The proposed novel domino circuit scheme is 

shown in Figure. Transistor M3 is used as stacking 

transistor. Due to voltage drop across M3, gate-to-

source voltage of the NMOS transistor in the PDN 

decreases. The proposed circuit has additional 

evaluation transistor M4 with gate connected to the 

CLK. When M3 has voltage drop due to presence of 

noise-signals, M2 starts leaking which causes a lot 

of power dissipation. This makes the circuit less 

noise robust. In proposed scheme, the transistor M4 

causes the stacking effect, which makes gate-to-

source voltage VGS of M2 smaller (M3 less 

conducting). Hence circuit becomes more noise 

robust and less leakage power consuming. 

C. Noise Analysis 

When PDN is OFF and the N_DYN is at high 

voltage, at that time the N_FOOT stays at low 

voltage. Due to the high voltage level of dynamic 

node, the gate of the NMOS (M5)  goes high and 

the low level of N_FOOT makes the source of the 

M5 to 0. This makes M5 ON and voltage of buffer 

output becomes same as the voltage of N_FOOT. It  

can  be  easily verified that if  the NMOS transistor 

of  buffer can be turned off  permanently, by doing 

this,  the pulses propagating to the output can be 

avoided. In the evaluation period, when the NMOS 

M3 is ON, N_FOOT gets discharged to 0. When 

PDN is ON the N_DYN also gets discharged to 

ground. This makes the VGS of buffer NMOS M5 to 

0 as VGS=VG-VS=0. This results in switching OFF 

the NMOS and the buffer output gets completely 

charged through PMOS M6. 

In precharge the dynamic node will get charged 

to high, when PDN is ON the voltage of the 

N_FOOT is nearly same as N_DYN, as the NMOS 

M3 is OFF. The VGS of the buffer NMOS will be 

VG - VS< VTH which keeps the NMOS of the buffer 

at turned OFF stage. The PMOS of the buffer is 

also OFF due to the high level of N_DYN node. 

This makes the output of buffer LOW [14]. 

 

D. Power Analysis 

 The proposed structure uses semi-

domino buffer structure. So the output node OUT 

has no pulses in precharge stage as shown in Figure. 

In the figure the first waveform shows the clock the 

second and third wave form shows the waveform of 

the input signals namely   A and B.   
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IV. RESULTS 

 

Figure: Proposed Circuit for 16nm 4bit Domino 

ADDER 

 

Figure: 2. Proposed Circuit 16nm Waveforms 

 

 

Figure: Simulated waveform of proposed scheme 

 

V. CONCLUSION 

 

In this dissertation, we have introduced and 

demonstrated a novel logic style.  This logic 

consumes low power and is noise robust. This 

proposed logic is superior to domino and static 

CMOS logic in addition to some recent proposed 

logic styles in terms of energy and delay, and at the 

same time is more noise robust than any logic styles. 

In particular, we have shown 60 – 80 % power 

reduction vs. domino and 30 – 50 % speed 

improvement vs. static CMOS. In addition, we have 

presented that the logic also works efficiently with 

sequential circuits. 
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Abstract-In this paper, a profoundly dependable self-

recoverable SRAM cell, to be specific SESRS cell, is 

proposed. More number of access semiconductors and an 

extraordinary input component among the inner hubs 

makes this SESRS cell novel SRAM cell with the 

accompanying benefits: 1. This planned SESRS cell can 

self-recuperate from both Twofold Hub Mistakes and 

Single Hub Blunders. 2.The power utilization is 

decreased by half around and the silicon region by 23% 

contrasted and the current SRAM cell. The reproduction 

results are utilized in the approval of the heartiness of the 

recently planned SESRS cell. Likewise, this proposed 

SRAM cell can diminish the read admittance time by 

62% on a normal. 

Keywords: SRAM, SESRS, Single Node Upsets(SNU), 

Double Node Upsets(DNU), Access Time, Power 

dissipation, Silicon Area 

INTRODUCTION: 

With the multiplication popular of low power 

gadgets like remote sensor organizations, 

implantable biomedical gadgets, and other battery-

worked compact gadgets, power dispersal has 

turned into a key plan limitation. Static Irregular 

Access Memory (SRAM) is the significant 

supporter of the power dissemination, as they 

possess a huge piece of Frameworks on-Chip 

(SoCs), and their part will fill further in the future 

[1]. Besides, with the coming of super scaled 

innovations, spillage has turned into a serious 

danger. The power utilization will increment as 

spillage rises dramatically with a decrease in edge 

voltage (Vth) and door oxide thickness [2]. It is, in 

this way, important to limit the power related with 

SRAM to have a power-productive plan. 

Decreasing the stock voltage is a straight-forward 

method for accomplishing power proficiency on the 

grounds that the dynamic and spillage power 

diminish quadratically and dramatically 

individually with supply voltage [3]. 

Forceful innovation scaling is utilized for 

assembling current high level SRAM recollections, 

permitting high incorporation thickness and further 

developed execution. Notwithstanding, an 

unfriendly outcome is that how much basic charge 

put away on a hub of a SRAM cell diminishes due 

to the steadily diminishing stockpile voltages and 

hub capacitances. Thus, high level SRAM cells are 

turning out to be increasingly more helpless to 

delicate blunders initiated by the striking of 

particles, like protons, neutrons, weighty particles, 

electrons, muons, and alpha particles [1-2]. 

Delicate blunders can invalidly change the qualities 

put away in SRAM recollections or even accident 

SRAM circuits in cutting edge innovations. In this 

way, it is vital to configuration solidified designs to 

accomplish high SRAM-unwavering quality as for 

delicate mistakes. 

As of late, multi-chomped delicate blunder/upset 

(MCU) has compromised the security of SRAMs at 

super scaled innovation because of the decrease in 

successful distance between semiconductors [12]. 

The Piece interleaving (BI) compositional method 

is a productive method for managing this blunder. 

Notwithstanding, this method is appropriate to the 

cells that display completely half-select (HS) free 

activity. The straight-forward way to deal with 

accomplishing HS free activity is to utilize cross-

point cell choice, where the compose way 

comprises of two access semiconductors 

constrained by various line and section based 

signals [9]. 

At the point when a patch strikes an OFF- state 

semiconductor in a SRAM cell, a thick track of 

electron- opening matches can be created. Hence, a 

flash twinkle, i.e., a solitary occasion flash( SET), 

might be created at the mecca that gathers the 

charge, and it veritably well may be honored at the 

result of the impacted explanation door. In the 

event that the SET twinkle engenders through the 

downstream combinational explanation entries, 

showing up at a capacity element, the beat might be 

caught, causing an invalid worth conservation in 

the capacity element( 3). also again, the patch may 

directly strike an OFF- state semiconductor in a 

capacity element, causing a solitary mecca 

derangement( SNU). also, the joining consistence 

of SRAMs is continually expanding and mecca 

dividing is turning out to be a lot more modest. 

latterly, one striking- patch may at the same time 

influence two OFF- state semiconductors in a 

capacity element because of different mecca charge 

multifariousness systems( 4), causing a twofold 
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mecca derangement( DNU). Without a 

mistrustfulness, SNUs and DNUs can beget invalid 

worth conservation in a SRAM cell. Consequently, 

to work on the vigor of SRAM cells to guard them 

against implicit information debasements, 

prosecution blunders, or indeed crashes, circuit 

itineraries need to palliate delicate miscalculations 

to work on the unvarying quality of SRAM cells 

for good introductory operations. The new event of 

FinFET advances can lessen the delicate mistake 

rate at the semiconductor or cell position( 5). Be 

that as it may, this element of FinFET- grounded 

circuits is deficient to vindicate originators from 

giving significant and protean answers for delicate 

boob resistance, particularly for security 

introductory operations in cruel conditions. 

 

Many SRAM cell layouts [4], [11] have been 

presented using the Radiation Solidifying Plan 

(RHDD) method to reduce SNUs or even DNUs. 

RHBD can actually lessen the impact of radiation 

particles on SRAM cells. RHBD is also used for 

planning locks [16–17] and back-peddles [18–20]. 

There is a problem with the radiation-solidified 

SRAM cells as well:  

(1) Some SRAM cells are not capable of self-

recovery after any SNU [6]. A portion of some 

SRAM cells' internal hubs can self-recover from 

SNUs [7]. In the interim, certain SRAM cells, like 

RHD12T [7], can self-recover from DNUs only for 

a portion of hub matches, whereas other SRAM 

cells can self-recover from DNUs for all DNUs.]. 

(2) Some current solidified SRAM cells experience 

the ill effects of huge above, particularly as far as 

perused admittance time. Additionally, a portion of 

the cells actually experience the ill effects of high 

compose access times and from high power 

dissemination, for example, NASA13T [6] and 

DNUSRM [10].  

(3) Some current solidified SRAM cells utilize 

extra procedures to guarantee SRAM unwavering 

quality, for example, evaluating a few 

semiconductors [6], expanding dispersing between 

hubs [8], distinguishing delicate and heartless hubs 

[10], and so on. These arrangements increment the 

related region above and plan intricacy. Since the 

current SRAM cell in [12] still experiences the 

issue that it can't give total self-recoverability from 

blunders, despite the fact that it has a little above, 

In light of the RHBD approach, this paper presents 

a profoundly dependable SRAM cell with worked 

on self-recoverability from delicate mistakes. 

Likewise, with the diminished power utilization, 

silicon region and access time. 
 

EXISTING SRAM CELLS 

The current SRAM cells which can endure disturbs 

however experience the ill effects of the enormous 

above, particularly as far as the entrance time and 

high-power scattering, are NASA13T and 

DNUSRM. These two SRAM cells are displayed in 

Fig. (1) and Fig. (2). The SRAM cell, which can 

endure both single-hub disturbs and twofold hub 

upsets and which has less power dissemination, is 

displayed in fig (3). In any case, this SRAM cell 

possesses more silicon region.. 

 

Fig(1): NASA13T 

 

fig(2):DNUSRM 

 
figFig. 1 shows the schematic of the NASA13T cell 

[6]. It is partitioned into three sections. The left-top 

part is utilized as an essential stockpiling module 

with a compose block. The left-base part goes 

about as an optional stockpiling module. The right 

part is an exceptional perused just block for 

understanding qualities. The read and compose 

blocks guarantee its comprehensibility and 

writeability. Contrasted and 6T, NASA13T gives 

an elevated degree of security against SNUs to 

further develop delicate blunder resistance, yet it 

actually can't endure SNUs brought about by high 

energy particles. 

 

The design for the DNUSRM cell is shown in Fig. 

2 [10]. The PMOS semiconductors P1 to P8 and the 

NMOS semiconductors N1 to N16 make up the 24 

semiconductors that make up the DNUSRM cell. 

For maintaining value, semiconductors P1 to P8 
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and N1 to N8 are used. Access semiconductors that 

are restricted by word line WL are N9 to N16. 

Because of the remarkable growth of criticism 

circles, the DNUSRM cell can recover on its own 

from any potential SNUs and DNUs. In any case, 

the DNUSRM cell experiences a huge above as far 

as power dissemination because of enormous 

current rivalry in its criticism circles and silicon 

region above because of the utilization of countless 

semiconductors.

 
Fig(3):SESRS 21T 

 

In Fig. 3. The PMOS semiconductors P1 to P6 and 

the NMOS semiconductors N1 to N15 make up the 

21 semiconductors that make up the SESRS cell. 

For maintaining value, semiconductors P1 to P6 

and N1 to N9 are used. Access semiconductors that 

are restricted by word line WL are N10 to N15. 

Interior hubs I1 to I6 are connected to bit lines BL 

and BLN independently through access 

semiconductors N10 to N15. At the point when WL 

= 1, the entrance semiconductors are ON, 

permitting compose and peruse access tasks to be 

executed. At the point when WL = 0, the entrance 

semiconductors are OFF, and the cell holds the put 

away worth. 

 

PROPOSED Framework 

 

From Fig. 4, it should be possible to see the 

suggested self-recoverable SRAM cell's schematic. 

The PMOS semiconductors P1 to P8 and the 

NMOS semiconductors N1 to N8 make up the 16 

semiconductors in this SESRS cell. 8 PMOS and 4 

NMOS semiconductors, or semiconductors P1 to 

P8 and N1 to N4, make up the capacity of a portion 

of the cell. Semiconductors N5 through N8 are 

used for access operations, and word-line WL is 

connected to their entrance terminals. Interior hubs 

I1 to I4 in the proposed S8P4N cell are connected 

to bit lines BL and BLN by access semiconductors 

N5 to N8, respectively. The suggested S8P4N cell's 

architecture is seen in Figure 8 

. At the point when WL = 1, the entrance 

semiconductors are ON, permitting compose and 

peruse access tasks to be executed. At the point 

when WL = 0, the entrance semiconductors are 

OFF, and the cell holds the put away worth.

 
Fig (4): SESRS 16T 

 

The characteristic charge and release of cell-hubs 

through access semiconductors can influence 

WATs and Rodents. We often consider that a cell 

with fewer semiconductors has a more constrained 

area and less power dispersion. To ensure its self-

recoverability from all possible SNUs and DNUs, 

the suggested SESRS cell requires moderate region 

and power above. The suggested SESRS cell's high 

dependability and increased speed are primarily 

achieved at the sacrifice of critical area and power 

as compared to the existing solidified SRAM cells. 

Our suggested SESRS cell uses less space and 

energy. 

Additionally, this can self-recover from all possible 

DNUs and SNUs, unlike the existing SRAM cell. 

Force scattering and the silicon area typically have 

PRCs of 23% and 50%, respectively. 

 
SIMULATION RESULTS AND AREA 

CALCULATION 

 

 

Fig (5): simulation waveforms 

 

Area Calculations 

Existing Method: Number of MOSFETS =21   

Area = No. of MOSFETS * Width * Length  

        = 21 x 1.50 x0.25 = 7.875 µmSq 

Proposed Method: Number of MOSFETS =16  

Area = No. of MOSFETS * Width * Length  

       = 16   x 1.50 u x 0.25 u = 6 µmSq 

Percentage of area decreased =1.875/7.875= 23%  
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CONCLUSION 

The suggested 16T SESRS cell has less silicon 

region and power dispersion than the exceptional 

SRAM cell, which can self-recover from any 

possible DNU. 

It may very well be effectively used in industries 

where high, constant quality and cost sufficiency 

are essential. 
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Abstract—The Serial-Peripheral Interface(SPI) 

Protocol also called as synchronous serial interface 

specification is used for communication between 

single master and single/multiple slaves. With the 

increase in number of slaves causing high 

complexity of circuit creates a demand in self 

testability feature for SPI module in order to test 

for fault free circuits. Built-InSelf-Test(BIST) is 

the answer for self-test in circuits as well as it helps 

in reduction of maintenance and testing cost. 

Design of BIST embedded SPI module with Single 

Master and Single Slave configuration has been 

introduced in this paper, here 8- bit data is 

transferred across the module ,where the circuit 

under test(CUT) is being self-tested with BIST 

feature for it’s correctness. This SPI module is 

designed using Verilog Hardware Description 

Language(HDL) using EDA playground platform 

for applications like Application Specific 

Integrated Circuit(ASIC)or System on Chip(SOC).  

Keywords— SPI, BIST,MISO, MOSI, TPG, ORA 

I. INTRODUCTION 

Motorola invented Serial Peripheral Interface(SPI) 

protocol in the mid 1980’s to substitute parallel 

interfaces and provide high speed transfer of data 

between modules. SPI become most favoured serial 

communication protocol because of easy 

interfacing and high-speed transfer. SPI follows 

full duplex, master-slave communication while 

transferring and receiving data between them 

which synchronizes on the rising edge or falling 

edge of the clock. Data transmission can happen at 

the same time for both master and slave. There are 

basically two types of SPI interface, it can be either 

3-wired or 4-wired.This research focuses on the 

popular 4-wired SPI interface. 

SPI Protocol is followed even in embedded systems 

like so coprocessors and microcontrollers like 

Programmable Interface Controller(PIC),Advanced 

Virtual Risc (AVR). These chips may work as 

master or slave block which is operated by the in 

built SPI controller in them. SPI is mostly used in 

those applications where high speed data transfer 

has to take place . SPI’s exclusive features include 

master/slave operation, double buffered data 

register for transmission and reception, polarity and 

phase synchronization with serial clock, interrupt 

capability of CPU with fault deduction. SPI’s 

functional registers are responsible for their 

recognition. 

II. RELATED WORK 

In the past few years, technology is increasing 

rapidly and the size of IC chips in VLSI industry is 

decreasing day by day and the incorporating new 

features in the small chip is a hectic work and 

beyond that the testing part is very crucial in any 

kind of circuit. A small test problem can cause a 

whole device failure and it can also cause whole 

version failure which can take billions of amounts. 

So, DFT (Design-For-Testability) became a 

preferable technique to decrease area over head and 

work efficiently. 

Built In Self-Test is an approach for a system to 

test it self concept taken from Design for 

Testability model, This concept makes a simple 

and effective testing to reduce cost of 

ATE(Automatic Test Equipment) and reduce the 

reliability upon external testing process and also 

reduces the complexity. BIST is an unique feature 

in DFT test techniques where it self-test and 

consumes less overhead with most approximate 

results and contain only few blocks in the design 

which are Random pattern generator, Response 

analyzer etc. 

III. DESIGN METHODLOGY  

In this research an SPI module having self-testing 

capability has been introduced. The basic 

components of BIST architecture has been 

introduced within SPI architecture block diagram 

where the designed CUT is able to self-test itself. 

The fig3 is the block diagram for BIST embedded 
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SPI protocol , where the test patterns are generated 

by the TPG block and they are send through 

Master block’s MOSI pin to the Slave. 

 
Figure: BIST embedded SPI Master-Slave block 

Where slave reads the data sent from the master 

and segregates the received data and then finally 

passes to the CUT designed within the SPI slave 

block for performing the operation. After 

completion of the arithmetic operation. The results 

from the CUT are sent from the Slave block to the 

Master block through MISO pin .The received 

ALU results is then fed to the ORA block designed 

within the SPI Master for checking the correctness 

of the CUT.  

a) Test Pattern Generator (TPG) 

The TPG block proposed here uses LFSR(linear 

feedback shift register) technique to generate test 

patterns. Linear feedback shift register is also 

called as pseudo random pattern generator. An n bit 

LFSR has maximum sequence length of 2
n
-1.  

For example if we take n=4 bit LFSR. The test 

patterns generation can be explained from the 

figure. 

 
Figure: 4-bit Linear Feedback Shift 

Register(LFSR) 

This 4 bit LFSR consists of a  4 bit shift register 

along with an exclusive OR gate in the feedback 

path. From the figure it is seen that 3
rd

 and 4
th

 bit 

position of the data stream is exored and give as 

serial input to the first input. This exoring of 3
rd

 

and 4
th

 bit are selected by a primitive 

polynomial(i.e. F(x)=x
4
+x

3
+1).Here, from the 

polynomial  we take 4
th

 bit and 3
rd

 bit for exoring 

and it’s output is sent to x
0
 (i.e. 1). Primitive 

polynomial is defined as a characteristic 

polynomial of an LFSR which determines 

maximum-length of the sequence generation. So 

for 4-bit LFSR, the number of pattern that can be 

generated is 15( 2
4
-1). 

Table: Pseudo pattern generation for 4-bit LFSR 

 

From the table it is clearly depicted that the LFSR 

goes through all possible code permutations except 

one(in this case it is 0000).This state is known as a 

locked state and such a state is eliminated due to 

it’s locking nature.  In the proposed work an  8 bit 

LFSR has been designed which generates 255 

pseudo random patterns( 2
8
-1). 

b) ORA:  

The ORA block presented in this research uses 

MISR (Multiple Input-Serial-Register) technique 

for compaction of the responses coming from the 

CUT . The compacted response is then compared to 

the golden signature which determines if there is 

any fault present or not. MISR operation can be 

explained from figure.   

 

Figure: Proposed MISR model 
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Here we can see that four inputs enter into the 

MISR block from the CUT block for compaction of 

the responses received. The MISR block consists of 

4 exor blocks before each D flip flop. Where the 

data inputs from the cut is exored one bit at a time. 

The right most bit from each data Input stream is 

exored first. Here also it is seen that output of Q3 

goes as feedback to first and last exor which also 

follows the same primitive polynomial. 

Table: Signature analysis for the given inputs 

Clock 

cycle  

Q0  Q1  Q2  Q3  

0  0  0  0  0  

1  0  1  1  1  

2  1  1  0  1  

3  0  0  1  0  

4  0  0  1  0  

From the table it is shown how the generated inputs 

in the CUT are compacted into single output 

signature. 

IV. RESULTS 

 

Figure: SPI with BIST block 

 

Figure: SPI with Internal Block 

 

Figure: SPI with BIST 

 

 

Figure: SPI with BIST highlighted 

V. CONCLUSION 

In this research, a BIST embedded SPI protocol 

with master-slave configuration has been designed 

successfully   HDL and simulated using Xilinx in 

EDA Playground Platform. The self-testability 

feature   has been well exercised in the proposed 

Model. Where, the designed CUT uses SPI 

protocol for data transfer and has the capability to 

test itself for checking the correctness of the Circuit 

under test. 
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Abstract 

LOW POWER DESIGN OF COUNTER USING DIGITALSWITCho 
CIRCUITS FOR COUNTING APPLICATIONS 

A low-power VLSI circuit is intended to reduce power consumption, 
increase battery life, and reduce area. The performance of a circuit 
improves as the circuit's power consumption is reduced. The number 
of times a procedure or event has occurred in proportion to the clock 

Signal is stored by a scaling circuit or counter. The main issue with 
scaling circuits is power consumption owing to the power supply. 
The low power was obtained by employing True Single Phase Clock 
Logic (TSPCL) and Self Controllable Voltage Level (SVL) 
chnique to reduce power consumption in flipflops. The number of 

transistors and leakage power account for the majority of the power 
usage. By lowering the number of transistor counts, the proposed 

MGDI uses less power than TSPCL. TANNER EDA software is used 
to compare the simulation results of both MGDI and TSPCL 
techniques in terms of transistor count and power usage. 

I. 

KEY POINTS:TSPCL SVL, TANNER EDA 
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INTRODUCTION: 

In today's world, four elements - area, speed, delay, and power 
consumption - are critical in driving demand for compact 
handheld devices such as cell phones, 1aptops, palmtops, and 
electronic devices. Area, performance, affordability, and 

reliability were formerly the primary considerations of VLSI 

designers. In the past, reliability, cost, and performance were 
was a minor and Conservation prioritised, power 

consideration. Howeve, in recent years, power has been 

accorded equal weight to area and speed factors. B�cause of 

creased frequencies and chip sizes, power consumption has 

been a critical concern in recent years. Any VLSI circuit's 

performance is determined by its design architecture, which 

ensures high reliability. Power 
optimises power and 
optimization of circuits at many levels is required to design 

any circuit with low power consumption. Power dissipation 

reduction is a critical design issue in VLSI circuits. 

The majority of system-level architectures are made up of 

sequential circuits, and the design of these circuits has a 

sign1ficant impact on the system's overall power consumption. 

The clock wastes a lot of electricity in many synchronous 

applicauoDS. The clock is the sole signal that switches 

tonisususly, therefore it typically has to drive a vast clock 

The circuit itself is divided into several blocks. The 
lowered of the clock 

4t dissipation 
jitooUsapplications. Static and dynamic power 
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dissipation contribute the most power to any circuit. Sub 

threshold conduction, reverse biassedpn junctíon conduction, 

gate tunnelling current, drain source punchthrough, gate 

induce drain leakage, and other factors cause static power 

dissipation in the quiescent state of the circuit. When 

compared to dynamic power, however, static power makes a 

small contribution. The transition of signal and short circuít 

current causes dynamic power dissipation. The transient 

shorting of the power source and ground during signal 

transition causes short circuit power dissipation. The 

contribution of short circuit power to dynamic power is 

roughly 5-10%. 

The proposal of an asynchronous counter employing the 

Modified Gate Diffusion Input (MGDI) design methodology 

is the paper's key contribution. Counters are circuits that count 

clock pulses in a sequential order. These are one of the most 

basic yet crucial building blocks in the construction of very 

large scale integration systems. It's been utilised in nearly all 

electronic systems for a long time, including microprocessors, 

memory, communication devices, scientific apparatus, and 

measuring systems. It keeps track of and occasionally displays 

the number of times a specific event or process has occurred, 

usually in relation to a clock signal. Other devices receive 

precise timing and control signals from them. It's been utilised 

in nearly all electronic systems for a long time, including 

microprocessors, memory, communication devices, scientific 

apparatus, and measuring systems. It keeps track of and 

occasionally displays the number of times a specific event or 

process has occurred, usually in relation to a clock signal. 

Other devices receive precise timing and control signals from 

them. In a synchronous counter, the clock pulse is applied to 

all flipflops at the same time, whereas in an asynchronous 

counter, the clock pulse is applied to the first flipflops first, 

and the output of the first flipflop is used as the clock for the 

remaining flipflops. 

Section 2 discusses the various sources of power dissipation in 

the remainder of this work. The existing Flip-Flop and counter 

method is discussed in Section 3. The suggested counter 

method using the Modified Gate diffusion input technology is 

claimed in Section 4. Section 5 contains the results and 

analysis of the suggested work, whereas Section 6 contains the 

conclusion 



MODIFIED PROBABILISTIC ESTIMATION EFFICIENT 
FIXED-WIDTH ADDER 

1Jarupula Koushik Kumar , 2M. Devadas 

1,2Dept. of Electronics and Communication Engineering 

1,2Vaagdevi College of Engineering, Warangal, Telangana, India 

 

ABSTRACT 

Customarily, fixed-width adder tree configuration is acquired from the full-width AT configuration by utilizing 

direct or post-truncation. In direct-truncation, one lower request piece of every snake result of full-width AT is 

post-shortened, and in the event of post-truncation, lower request pieces of definite stage adder yield are 

shortened, where p = dlog2 Ne and N is the information vector size. Both these techniques doesn't give a 

proficient plan. In this paper, a clever plan is introduced to get fixed-width AT configuration utilizing shortened 

input. A predisposition assessment recipe in view of probabilistic methodology is introduced to repay the 

truncation blunder. The proposed fixed-width AT plan for input-vector sizes 8 and 16 offers and region defer 

item putting something aside for word-length sizes (8,12,16), separately, and works out the result nearly with a 

similar precision as the post-shortened fixed-width AT which has the most noteworthy exactness among the 

current fixed-width AT. Further, we saw that Walsh-Hadamard change in view of the proposed fixed-width AT 

configuration reproduce higher-surface pictures with higher pinnacle sign to commotion proportion (PSNR) and 

moderate-surface pictures with practically a similar PSNR contrasted with those got utilizing the current AT 

plans. Plus, the proposed plan makes an extra benefit to improve different blocks show up at the upstream of the 

AT in a mind boggling plan 

 

1. INTRODUCTION 

 
 Low power, region proficient and superior execution registering frameworks are progressively utilized 

in compact and cell phones. For such applications, advanced signal handling calculations are executed 

in fixed-point VLSI frameworks. Adder tree ordinarily utilized in equal plans of inward item 

calculation and grid vector duplication. Multiplier configuration likewise includes a shift-adder tree for 

collection of fractional item bits. Word-length development is a typical issue experienced when 

duplication and expansion are acted in fixed-point number-crunching. 

 

 The state of the piece framework of SAT is not the same as the AT. Therefore, word-length fills in an 

alternate request in SAT and AT. Additionally, there are not many different pieces likewise included 

the SAT to deal with negative incomplete results of multiplier. Explicit plans have been recommended 

for effective acknowledgment of fixed-width multipliers with less truncation blunder [1]. In any case, 

the plan utilized in fixed-width multiplier isn't fitting to foster a fixed-width AT plan because of 

various formed piece network. The full-width AT configuration produces (w + p) bit yield for each N-

point input-vector, where p = log2 N. For a similar size input-vector, the fixed-width AT configuration 

produces w-bit yield. Customarily, FX-AT configuration is gotten from the FL-AT configuration by 

utilizing direct or post-truncation. In direct-truncation, one lower request piece of every snake result of 

FL-AT is post-shortened, and in the event that post-truncation, {p} lower request pieces of definite 

adder result of FL-AT are shortened. As of late, a few plans have been proposed for inexact calculation 

of expansion utilizing swell convey adder to save basic way postponement and region. 
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 The bio-propelled lower part OR snake is proposed in light of estimated rationale. Four distinct sorts of 

inexact snake plans are proposed. A surmised 2-cycle adder is proposed for inexact calculation of triple 

multiplicand without convey spread. These surmised plans can be utilized to carry out RCA with less 

deferral and region with some deficiency of exactness. The inexact RCA configuration can be utilized 

to acquire fixed-width AT utilizing post-truncation. Be that as it may, the inexact fixed-width AT 

doesn't offer a region postpone productive plan. 

 

 

 Digit level streamlining of FL-AT for various steady duplication is proposed to exploit moving activity. 

A proficient FL-AT configuration is proposed utilizing the estimated snake of for loose 

acknowledgment of Gaussian channel for picture handling applications. We see that as the advanced 

AT of is intended for MCM based plan and none of the current plan talks about the issues connected 

with fixed-width execution of AT. It is seen that immediate truncation and post-truncation strategies 

doesn't give a proficient FX-AT plan. It is important to have an alternate methodology for creating 

proficient FX-AT plan which is presently missing in the writing. A productive FX-AT configuration 

unquestionably helps to work on the effectiveness of devoted VLSI frameworks executing complex 

DSP calculation. 

 

 In this examination, we propose a plan to create a productive FX-AT plan with shortened input. 

Utilization of shortened input in FX-AT offers two crease benefits: 

 

 

 (1) region and defer saving inside the FX-AT because of decrease in adder width (by p-bits), and 

 

 (2) makes a degree to upgrade other registering blocks show up at the upstream of AT in a perplexing 

plan. In any case, the utilization of shortened input presents a lot of mistake in the FXAT yield which 

should be one-sided suitably. 

 

 

  The principal commitment of the research are: 

 

 Utilization of shortened input in fixed-width AT plan. 

 

 

 Equation to assess the predisposition for mistake pay. 

 

 

2. LITERATURE SURVEY 
 

Uncertain adders for low-power Surmised Processing by Vaibhav Gupta, Debabrata Mohapatra, Sang 

Phill Park, Anand Raghunathan and KaushikRoy: 

 

Low-power is a basic necessity for versatile interactive media gadgets utilizing different sign handling 

calculations and structures. In most media applications, the last result is deciphered by human detects, 

which are noticeably flawed. 

 

Energy-effective sign handling by means of algorithmic commotion resilience, by R. Hegde; N.R. 

Shanbhag: 

 

In this a structure for lowenergy computerized signal handling where the stock voltage is scaled past 

the basic voltage expected to match the basic way deferral to the throughput Design of low-power fast 

truncation-errortolerant snake and its application in computerized signal processing,by N. Zhu, W. L. 
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Goh, W. Zhang, K. S. Yeo, and Z. H. Kong: In current VLSI innovation, the event of a wide range of 

mistakes has become unavoidable. By taking on an arising idea in VLSI plan and test, blunder 

resistance (ET), a clever mistake open minded snake is proposed 

 

Inaccurate plans for surmised low power expansion by cell substitution, by H. A. F. Almurib, T. N. 

Kumar, and F. Lombard: 

 

It has three plans of an inaccurate snake cell for inexact processing. These cells require a significantly 

more modest number of semiconductors contrasted with a careful full adder cell as well as known 

vague plans Accuracyconfigurable snake for rough math plans by A. B. Kahng and S. Kang Guess can 

increment execution or diminish power utilization with a rearranged or erroneous circuit in application 

settings where severe necessities are loose. 

 

A low-power, elite execution surmised multiplier with configurable halfway mistake recuperation by 

Cong Liu ;Jie Han; Fabrizio Lombard; 

 

Rough circuits have been considered for blunder lenient applications that can endure a few loss of 

exactness with further developed execution and energy proficiency. Multipliers are key number 

juggling circuits in numerous such applications like computerized signal handling . In this an original 

estimated multiplier with a lower power. utilization and a more limited basic way than customary 

multipliers is proposed for elite execution DSP applications 

 

3. PROPOSED SYSTEM 

To gauge the predisposition of the shortened part more unequivocally the LSP of An is additionally parceled 

into two sections as major-part and minor-part. The main section of LSP comprises the major-part (MJP) and 

the leftover (p − 1) lower request segments comprise the minor-part (MNP). The predisposition for this situation 

is assessed involving the MJP and MNP of LSP as 

 σ = σmajor+ σminor  

where major and minor are the MJP and MNP of LSP's individually evaluated predispositions. The 

major is evaluated accurately using the MJP real sign value, whereas the minor is evaluated using a 

probabilistic approach. The quantified value of major is evaluated using the following: 

 

The quantized value of σminor is estimated as: 

 

For N = 8 and w = 8, Fig. 1(a) shows the information bit-network of the proposed superior truncated fixed-width 

adder tree (ITFX-AT). The convey bits c0, c1, c2, c3, c4, c5, and c6 are computed by the logic block related to 

major. These transmit data, and the least important part of MSP is given a fixed-predisposition pertaining to 

minor. According to (4b), the value of the minor for N = 8 is regarded as 2. Figure 1 depicts the proposed ITFX-

design. AT's (b). The convey bits c0, c1, c2, c3, c4, c5, and c6 are calculated by the seven half-adders (A) 

connected in a tree topology. To add the fixed-bias(+4) to the MJP of LSP instead of the least-huge part of MSP, 
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four full-adders with fixed input-convey 1 are substituted for four of these seven half-adders. Additionally 

enhanced are full-adders with fixed input-convey '1' into a modified half-snake (A*) involving an XNOR and an 

entrance. 

 

(a) 

 

Fig. 1.(a) Input bit-matrix of proposed truncated fixed-width adder-tree (TFX-AT) with fixed-

bias for error-compensation. (b) Structure of proposed TFX-AT design 

 

Fig. 2 Input bit-matrix of proposed improved truncated fixed-width addertree (ITFX-AT) for N = 8,w= 8. 

MJP and MNP represents the major part and minor part of LSP. {c0,c1,c2,c3,c4,c5,c6} represent the carry bits 

corresponding to the estimate of σmajor 
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Fig.3 (a) Structure of proposed ITFX-AT. (b) Logic function of half-adder (A). (c) Logic function of modified 

adder (A*) (d) Logic function of carry cell 

 

 

(a) 

 

 

(b) 

Fig. 4 (a) Structure of approximate fixed-width adder-tree using accurate RCA and 3-bit approximate RCA of  

for N = 8 and w = 8. (b) Approximate Full Adder  {Type-1, Type-2, Type-3, Type-4} 

Inexact full-adders are considered to add the LSP of the info lattice to diminish the rationale intricacy and CPD 

of the FL-AT. The surmised adder is carried out utilizing the estimated full-snake Type1, Type-2, Type-3, and 

Type-4 of Post-shortened rough FX-AT is gotten from the inexact full-width adder tree to concentrate on the 

exhibition of the proposed FX-AT plans. Note that APX-FL-AT-Type-4 is indistinguishable from the APX-AT 

of the construction of APX-FX-AT-PT is displayed in Fig.4(a) utilizing exact RCA and 3-digit rough RCA for 

N = 8 and w = 8. 
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4. RESULTS  

 

 

Fig 5: Internal Circuit 

 

Fig 6: Output Wave Forms 
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Fig 7: LUTS 

 

Fig 8: Delays 

5. CONCLUSION AND FUTURE SCOPE 

In this study, a novel idea is presented for obtaining a fixed-width AT architecture with shorter input. To correct 

the truncation error, an inclination assessment recipe based on a probabilistic technique is presented. Two 

distinct fixed-width AT layouts are chosen in consideration of the proposed plot. In comparison to the present 

fixed-width AT plans, each of the proposed proposals provide a considerable amount of investment cash for the 

region and CPD. The post-shortened fixed-width AT, which has the most notable accuracy among the present 

fixed-width AT, computes the output virtually with the same exactness as the proposed ITFX-AT for vector 

sizes 8 and 16, offering and ADP setting anything away for word-length sizes individually.  

Additionally, we observed that the Walsh-Hadamard adjustment replicates larger images with a higher PSNR 

and moderate-surface images with virtually the same PSNR in comparison to those obtained using the present 

fixed-width adder designs. Additionally, a noteworthy feature of fixed-width AT plans is the use of reduced 

input tests, which provides an additional advantage for upgrading various blocks that appear upwards of the AT 

in a complex design. 
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ABSTRACT:

Completely Homomorphism Encryption is a method that permits calculations on scrambled information without 
the requirement for decoding, and it gives protection in different applications, for example, security 
safeguarding distributed computing. In this article, we present two equipment models streamlined for speeding 
up the encryption and decoding activities of the Fan-Vercauteren homomorphic encryption plot with elite 
execution polynomial multipliers.

We propose two streamlined equipment models for speeding up the encryption and decoding activities of the 
Fan-Vercauteren homomorphic encryption plot using elite execution polynomial multipliers in this article.

Our models will be used in a product code sign gas pedal system, in which the encryption and unscrambling 
chores will be offloaded to an FPGA device, while the remaining functions in the BFV plot will be done in 
programs running on a standard personal computer. Our gas pedal technology, in particular, has been modified 
to speed up the Straightforward Encoded Number juggling Library, which was produced by the Cryptography 
Exploration Gathering at Microsoft Exploration.

The equipment elements of the suggested system center around the XILINX VIRTEX7 FPGA gadget, which 
chats with its product portion by use of a fringe part interconnect express connection.

We will carry out our ideas independently for plaintext and figure text, concentrating on 1024-degree equations 
with 8-cycle and 32-digit coefficients. When compared to their unadulterated programming executions, the 
suggested structure achieves roughly 12 and 7 percent speedups, respectively, including I/O operations for the 
offloaded encrypting and decoding workloads.

Index Terms—Fan-Vercauteren (FV), FPGA, hardware, number theoretic transform, Simple Encrypted , 
arithmetic Library.

1. INTRODUCTION 

Completely Homomorphic Encryption is the name given to any encryption scheme that allows number-
crunching and consistent computations to be performed directly on the text. This characteristic deals with the 
secure management of sensitive data, which is a critical and as of now unfulfilled interest in distributed 
computing applications. Since its most memorable presentation, the possibility of homomorphism encryption 
has received wide consideration in the writing, and various homomorphism encryption plans have been 
presented. Although theoretically sound, homomorphism encryption plans are not exactly fit to be sent for 
practical applications due to execution limitations of PC structures.

Applications in view of current homomorphism encryption plans, which require productive executions of 
computationally costly numerical tasks, can be significant degrees more slow than customary programming 
applications that work on plain text information. for programming executions of homomorphism encryption , 
single center and multi center central processor exhibitions are basic. For single-center execution, recurrence of 
the processor straightforwardly influences execution, which can't be expanded considerably with contemporary 
innovation any further. Likewise, since central processor is expected to give great execution to a different 
arrangement of utilizations, equipment or potentially design enhancements for a computer chip focusing on just 
Homomorphism Encryption  applications are not possible. Computer chip makers increment the exhibition of a 
processor with a multi center methodology. In any case, the quantity of centers that can be remembered for a 
multi center design is restricted because of costly single-center executions.
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While Single Center Execution Of A Universally Useful Computer Processor Targets Consecutive Calculations, 
Multi Center Models Are More Reasonable For Equal Calculations. Most Homomorphism Encryption  Plans 
Include A Blend Of Inherently Sequential And Exceptionally Parallelizable Calculations That Will At Last 
Perform Best On Heterogeneous Models Which Alludes To The Utilization Of Various Handling Centers To 
Expand Execution. In This Article, We Propose Such A Heterogeneous Gas Pedal Structure Highlighting A 
FPGA Center And A Computer Chip To Work On The Presentation Of Homomorphism Encryption  Plans On A 
Framework Level.

Traditional crypto framework, for example, High level Encryption Standard doesn't have homomorphic property 
that permits number-crunching calculations to be performed Straight forwardly on figure text without decoding 
it. Then again, homomorphic encryption plans, for example, permit homomorphic tasks straightforwardly on the 
scrambled information and in this manner empower security protecting handling of data, particularly with 
regards to distributed computing where by security is a squeezing concern.

Also, HE conspires are evidently sluggish; thus, the case for speed increase is a lot more grounded than 
customary cryptosystems. With an always expanding interest for security in distributed computing applications, 
speed increase of homomorphic encryption plans is now a significant examination region.

The GPU execution is contrasted and the SEAL execution. The SEAL group as of late reported exceptionally 
productive Seal PIR, which is a confidential data recovery device that permits a client to download a component 
from an information base put away by a far off server without uncovering which component is downloaded . 
Our gas pedal system, while offloading exceptionally parallelizable encryption and unscrambling activities 
completely on the FPGA center, leaves the remainder of tasks of SEAL unblemished in programming.

By Conveying Our Edge Work, Any Cloud Design Using Seal For Homomorphism Encryption  Applications 
Can Work On Its Exhibition By Using A Fpga Gadget Close To The Computer Processor,

Without Carrying Out The Whole Homomorphism Encryption  Library In The FPGA. Our commitment in this 
article is recorded as follows. 

1) We examine the iterative  and the four-step Cooley  Calculations for number hypothetical change  activity 
and plan two novel, exceptionally parallelized equipment structures in light of these calculations.

We assess the consequences of our FPGA executions of the two equipment models concerning time and region 
and look at them against comparative works in the writing. We show that our equipment structures involving the 
original secluded multiplier calculation for any NTT-accommodating prime modulus, presented in our 
fundamental work  give tantamount time execution to those involving exceptional primes in the writing.

We propose a gas pedal system, including a superior presentation FPGA gadget, associated with a host central 
processor. The structure interfaces the computer processor and the FPGA by means of a quick fringe part 
interconnect express  association, accomplishing a 32-Gb/half-duplex I/O speed. The structure is utilized to 
speed up encryption and decoding tasks of SEAL. Each time an encode or decode capability is summoned via 
SEAL, the calculation is offloaded to the FPGA gadget through the PCIe association.

Our plan uses a development focusing on 128-digit security level. Counting the time spent on I/O,the latencies 
of the offloaded encryption and decoding tasks are worked on by 12× and 7×,respectively, contrasted with their 
unadulterated programming executions on SEAL running on an Inteli97900X computer processor. As the 
structure gives a straightforward Despite the fact that the proposed unscrambling tasks of the BFV 
homomorphic encryption plot in our accommodation, it tends to be productively utilized to speed up different 
tasks in homomorphic applications.

To be sure, one of the main commitments of our work is to propose a superior presentation polynomial 
multiplier that can speed up the duplication of two exceptionally enormous degree polynomials, which is the 
computational container neck of all homomorphic tasks in the BFV plot or different plans.

 Cryptography is the area of constructing crypto graphic systems. Cryptology consists of two branches:

Cryptanalysis is the area of breaking cryptographic systems.
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Cryptography is a field of computer science and mathematics that focuses on techniques for secure 
communication between two parties( Alice & Bob) while a third- party (Eve1or Mallory2) is present (see Figure 
1.1). This is based on methods like encryption, decryption, signing, generating of pseudo random numbers, etc.

                                      Figure1.1: A Basic Idea for Secure Communication

1. The four ground standards of cryptography are

2. Classification Characterizes as decides that cutoff points access or includes limitation certain data.

3. Information Honesty Deals with the consistency and exactness of information during its whole life-
cycle.

        Confirmation Affirms the reality of a property of a datum that is professed to be valid by some element.

4. Non-Disavowal Guarantees the powerlessness of a creator of an assertion resp. a snippet of data to 
deny it.

5. Presently a days there are in everyday two unique plans: From one perspective ,there are symmetric 
plans, where both, Alic eand Weave, need to have a similar key to scramble their correspondence. 

For this, they need to at first safely trade the key. Then again, since Diffie and Hellman's key trade thought from 
1976 (see likewise Alice and Sway both have a private and a public key.The public key can be imparted to 
anybody, so Weave can utilize it to encode a directive for Alice. In any case, just Alice, with the relating private 
key, can unscramble the scrambled message from Sway

There is the security of the structure itself, based on mathematics. 

There is a normalization cycle for cryptosystems in light of hypothetical examination in math and intricacy 
hypothesis.

Then we have the execution of the designs in gadgets, for example SSL, TLS in your internet browser or GPG 
for marked resp. scrambled messages.
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These executions shouldn't veer from the hypothetical norms.

 MODES OF CIPHERS

For ciphers we have, in general, four different categories:

1. Symmetric and asymmetric ciphers (see Definition2.20),and

2. Stream and block ciphers.

In the following we often assume binary representation of symbols, i.e. we are working with bits in Z/2Z. All of 
what we are doing can be easily generalized to other representations and other alphabets.

2. HOMOMORPHIC ENCRYPTION

2.1 BLOCK CIPHERS

It follows that the number of permutations of the form DESk2◦DESk1 is much larger than the number of 
permutations of type DESK.

Until now we always considered that our plaintexts have the same size as the key. Clearly, in general, one wants 
to encrypt longer documents or texts. For this problem there are several different modes one can apply block 
ciphers.

2.2 MODES OF BLOCK CIPHERS

Let us assume in this section that Σ = Z/2Z, block size is n @>0 and the key spaces§ § ′=are the same. We 
switch between representations of plain texts: For example let n = 3, then we can identify all natural numbers 
between 0 and 7.So we can represent 0 binary as 000 or (0,0, 0) (Z/2Z)3,or 5 as 101or (1, 0,1).

We further assume that there is some magic that randomly resp. pseudo and only and uniformly distributed 
chooses a key.

Assume we have a plain text p of arbitrary but finite length. We divide p into blocks of length n. If the length of 
p is not divisible by #n then we add some random symbol sat the end of p. In the end we receive a representation 
p = (p1, . . . , pm) where all pi are plaintext blocks of length n. Each plain text block pi is encrypted to a 
corresponding cipher text block ci using a given key k.

There are two main categories of ciphers in terms of key handling: If κ is feasible then§ and need to be kept 
secret and the cipher is called § symmetric. Otherwise the cipher is called asymmetric.

We also call a cryptosystem symmetric resp. asymmetric if its corresponding cipher is symmetric resp. 
asymmetric. blocks of length n. If the length of p is not divisible by #n then we add some random symbol sat the 
end of p. In the end we receive a representation p = (p1, . . . , pm) where all pi are plaintext blocks of length n. 
Each plain text block pi is encrypted to a corresponding cipher An asymmetric cryptosystem is also called a 
public key cryptosystem as § can be made public without weakening the secrecy of the “private” key set § for 
keys.

This can be an arbitrary counter, usually one uses an increment counter: So for each block of the plain text or 
cipher text the counter is incremented by There are now various possible ways to combine then once with the 
counter.

Homomorphic Encryption is a leading edge new innovation which can empower private distributed storage and 
calculation arrangements, and numerous applications were portrayed in the writing over the most recent couple 
of years. However, before Homomorphic Encryption can be taken on in clinical, wellbeing, and monetary areas 
to safeguard information and patient and buyer security, it should be normalized, no doubt by different 
normalization bodies and government offices. A significant piece of normalization is expansive settlement on 
security levels for shifting boundary sets. Albeit broad examination and seat stamping has been finished in the 
exploration local area to lay out the establishments for this work, it is elusive all the data in a single spot, 
alongside substantial boundary suggestions for applications and sending.

This study is an attempt to capture (at least a portion of) the aggregate knowledge about the currently known 
state of security of these plans, to determine the plans, and to prescribe a wide range of limits to be used for 
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homomorphic encryption at various security levels. To produce these border proposals, we depict known attacks 
and their estimated running times. We also highlight additional features of these encryption plans that make 
them useful in a variety of applications and situations.

It is typical that future work outdate and expand this Homomorphic Encryption Standard will employ the 
accompanying numbering show:

We show a few viewpoints in the supplement that are not determined in this report and are expected to be 
covered by future records.

2.3 SECTION PROPERTIES:

Semantic Security or IND CPA Security: A homomorphic encryption scheme is thought to be secure if no 
adversary has a benefit in speculating (with a better than half chance) whether a given code message is an 
encryption of both of two similarly reasonable specific messages. This assumes that encryption will be 
randomized so that two distinct encryptions of a similar message do not appear to be identical.

Assume a client computes the key tuple by running the boundary and key-age calculations. A adversary is 
anticipated to have the limits, the assessment key EK, a public key PK(only in the public-key plan) and can 
receive encryptions of communications of its choice.

The enemy is then provided an encryption of one of two messages of its choice, registered by the aforesaid 
encryption computation, without recognizing which message the encryption.

The security of HE then ensures that the adversary cannot figure out which message the encryption compares to 
with critical benefit better than a half chance. This captures the fact that no information about the messages is 
revealed in the code message.

Minimization: The conservativeness property of a homomorphic encryption plot assures that homomorphic 
process on the code texts don't grow the length of the code texts. That is, any evaluator can play out an erratic 
upheld rundown of assessment capability calls and get a code text in the code text space (that doesn't rely upon 
the intricacy of the assessed capabilities).

Successful decoding: Profitable unscrambling attribute implies that the homomorphic encrypting plot typically 
ensures that the decoding runtime doesn't rely upon the capability which was assessed on the code texts

2.4 KEY ASSESSMENT

Assume a server has a corpus of code texts scrambled under a mystery key SK, and the client who claims SK is 
aware that SK may have been compromised.

It is appealing for an encryption strategy to have the associated key development property. Allow the client to 
generate another mystery key SK' to replace SK, another assessment key EK', and a change key TK so that: the 
server, given only TK and EK', can completely replace all code texts in the corpus with new code texts that (1) 
can be decoded using SK' and (2) fulfill semantic security in any event, for a foe who holds SK.

Any suitably homomorphic encryption scheme meets the following key development characteristic. Allow TK 
to serve as SK's encryption. To be more explicit, TK is a code text that, when unscrambled using secret key SK', 
provides SK. A server with TK and EK' can modify the wording of a code.

2.5 SIDE CHANNEL ASSAULTS

Side channel assaults take into account enemies who can obtain insufficient information about an encryption 
plot's mystery key, such as by running timing assaults during the decoding calculation. Versatility against such 
attacks, also known as leakage flexibility, is an important security requirement for an encryption strategy. That 
is, it ought to be difficult to abuse semantic security even in presence of side channel assaults. Normally, 
spillage strength can only withstand limited data spillage concerning the mystery key.

An appealing component of encryption plans in light of immovability of whole number cross section issues, and 
specifically realized HE conspires.

2.6 CHARACTER BASED ENCRYPTION
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It is possible to deliver encoded messages to clients in a personality encrypted plot without knowing either a 
public key or a secret key, but only the personality of the beneficiary, where the personality can be a legitimate 
name or an email address.

This is possible as long as a rusted party distributes a few public borders PP and has an expert mystery key 
MSK. After authenticating herself, for example, by producing a government-issued ID, a client having character 
X will be given a secret key SKx, which the client can use to decode any code message sent by the personality 
X.

To scramble message M to character X, all that is required is knowledge of the public bounds PP and X. 
Personality-based homomorphic encryption is an appealing version of public key homomorphic encryption. 
GSW modification maintains personality-based homomorphic.

3.BRAKERSKI / FAN-VERCAUTEREN(BFV)

We follow the same notations as the previous section.

BFV.ParamGen(λ,PT,K,B)→Params.

We assume the parameters are instantiated following there commendations outlined in Section 5. Similarly to 
BGV, the parameters include:

Key-and error-distributions1,2 a ring 𝑅and its corresponding integer modulus integer modulus for the plaintext. 
In addition, the BFV parameters also include: Integer 𝑇, and 𝐿= log 𝑇𝑞. T is the bit decomposition modulus. 
Integer W=⌊𝑞/𝑝⌋.

3.1 BFV.SecKeygen(Params) -> SK,EK

The secret key 𝑆𝐾of the encryptions is a random element from the distribution defined as per Section 5. The 
evaluation key consists of LWE samples encoding the secret a specific fashion. In particular, for = 1,…,𝐿, 
sample a random 𝑎I from 𝑅/𝑞𝑅 and error 𝑒I from 𝐷2, compute𝐸𝐾=(𝐸𝐾1,…,𝐸𝐾𝐿).𝐸𝐾=(−(𝑎i𝑠+𝑒i)+𝑇i𝑠2,𝑎i),

3.2 BFV.PubKeygen(params)-> SK,PK,EK.

The secret key SK of the encryption scheme is a random element from the distribution. The public key is a 
random LWE sample with the secret𝑠. In particular, it is computed by sampling a random element 𝑎 from 𝑅/𝑞𝑅 
and an error 𝑒 from the distribution 𝐷2 and setting :𝑃= (−(𝑎𝑠+𝑒),where all operations are performed over the ring 
𝑅/𝑞𝑅. The evaluation key is computed as in BFV.SecKeygen.

3.3 BFV.PubEncrypt(PK,M)->C

BFV.Pub. Encrypt first maps the message comes from the message space into an element in the ring 𝑅/𝑝.To 
encrypt a message 𝑅/ 𝑝𝑅, parse the public key as a pair (𝑝𝑘0, 𝑝𝑘1). Encryption consists of two LWE samples 
using a secret where (𝑝𝑝𝑘0,𝑝𝑘1)is these are sample is auxiliary.

3.4 BFV.Decrypt(SK,C)->M

The main in variant of the BFV scheme is that when we interpret the elements of a cipher text 𝐶 as the 
coefficients of a polynomial then, 𝐶(𝑠)=W𝑀+𝑒 for some “small” error 𝑒. The message 𝑀 can be recovered by 
dividing the polynomial (by W, rounding each coefficient to the nearest integer, and reducing each coefficient 
modulo

3.5 PROPERTIES SUPPORTED.

The complete BFV scheme supports many features described in Section6, including packed evaluations of 
circuits and can be extended into a threshold homomorphic encryption scheme. In terms of security, the BFV 
homomorphic evaluation algorithms can be augmented to provide evaluation privacy. 

For details on the implementation of the full BFV scheme, were the reader to [B12],[FV12].

3.5.1 Comparison Between Bgv And Bfv
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When implementing HE schemes, there are many choices which can be made to optimize performance for 
different architectures and different application scenarios. This makes a direct comparison of these schemes 
quite challenging.

3.5.2 The Gsw Scheme And Boot Strapping

Currently, the most practical homomorphic encryption schemes only allow to perform bounded depth 
computations. These schemes can be transformed into fully homomorphic ones (capable of arbitrary 
computations) using a “bootstrapping” technique introduced by Gentry [G09], which essentially consists of a 
homomorphic evaluation of the decryption algorithm given the encryption of the secret key.

Bootstrapping using the BGV or BFV schemes requires assuming that lattice problems are computationally hard 
to approximate within factors that grow super polynomials in the lattice dimension n. This is a stronger 
assumption than the in approximability with in polynomial factors required by standard (non-homomorphic) 
lattice-based public key encryption.

In [GSW13], Gentry, Sahai and Waters proposed a new homomorphic encryption scheme (still based on 
lattices) that offers a different set of trade-offs than BGV and BFV. An important feature of this scheme is that it 
can be used to bootstrap homomorphic encryption based on the assumption that lattice problems are hard to 
approximate within polynomial factors. Here we briefly describe the GSW encryption and show how both its 
security and applicability to boot strapping are closely related to LWE encryption, as used by the BGV and BFV 
schemes. property which we call threshold-HE is desirable. In threshold-HE the key-generation algorithms, 
encryption and decryption algorithms are replaced by a distributed-key-generation

The (DKG) algorithm, distributed-encryption (DE) and distributed-decryption (DD) algorithms. Both the 
distributed-key- generation algorithm and the distributed- decryption algorithm are executed via an interactive 
process among the participating users. The evaluation algorithms EvalAdd, Eval Mult,Eval Mult Const, Eval 
Add Const and Refresh remain unchanged. Bootstrapping is a very time-consuming operation and improving on 
its efficiency is still a 25very active research area. So, it may still not be ready for standardization, but it is the 
next natural step to be considered.

In [GSW13], Gentry, Sahai and Waters proposed a new homomorphic encryption scheme (still based on 
lattices) that offers a different set of trade-offs than BGV and BFV. An important feature of this scheme is that it 
can be used to bootstrap homomorphic encryption based on the assumption that lattice problems are hard to 
approximate within polynomial factors. Here we briefly describe the GSW encryption and show how both its 
security and applicability to bootstrapping are closely related to LWE encryption, as used by the BGV and BFV 
schemes. So, future standardization of bootstrapping (possibly based on the GSW scheme) could build on the 
current standardization effort. The cipher text encrypt the message as (𝑎+𝑚, 𝑎𝑠+ 𝑒), but this is just a minor 
variant on LWE encryption, and equivalent to it from a security stand point.) Security rests on the standard 
LWE assumption, as used also by BGV and BFV, which says that the distribution (𝐴,𝐴∗𝑆+𝐸)is pseudorandom.

4. RESULT

Encryption and Decoding are the Significant Piece of Gotten correspondence, In homomorphic Encryption Plan 
Procedure on Chiper Text can be handily finished and without Need of any Unscrambling First.

The Engineering utilized gives improved Results in calculation speed, region, energy and power are of greater 
Need Result to be Exact i.e.,

By Utilizing ISE Plan SUITE Task Guide, Xilinx 14.7 adaptation in the recreation system the improved Results 
are Accomplished with Less Circuit Region With Low Power Utilization.

The encryption activity ought to be checked that the given information message is scrambled impeccably or not 
.on the off chance that any mistakes happen in the encryption activity, similar advances happen.

4.1 SIMULATION PROCEDURE
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For clk: forcing a clock value: duty cycle: 50, period : 100. Rst: forcing a value: 1

Give any user input M=Msg= 34

Q = Modulus input= 8

T= poly modulus input= 4

Run simulation and again change rst: forcing a value: 1 Run simulation and again change rst: forcing a value: 0 
And run simulation

For the above inputs the outputs for the encryption of the message is shown in the below images.

4.2 RESULTS OF ENCRYPTION OPERATION

Figure 4.1: Results of Encryption Operation

After performing the encryption the received output message should be decrypted at the output end by 
performing decryption operation and the outputs of the decryption is shown below.

The outputs of the encryption will be verified and the decryption operation should be performed which is 
shown in below.

The outputs from the encryption operation should be verified that the given input message is encrypted 
perfectly or not .if any errors occur in the encryption operation then the same steps should be performed.
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4.3 RESULTS OF DECRYPTION OPERATION

Figure 4.2: Results of Decryption Operation

The comparison table that shows the improved parameters for existing method to the proposed method is 
given below
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Figure: Existing delay

Table 4.1: Comparison for Existing Method and the Proposed Method

The comparison table that shows the improved parameters for existing method to the proposed method is given 
above. According to the above table, the suggested technique has a shorter latency than the present way, which 
improves the performance of the architectures employed.

5. CONCLUSION AND FUTURE SCOPE

Here this Project We Can Reduce the Power Consumption and Delay by Using Vedic Multiplier and Kogge 
stone Adder which is Fast in Performance. The greater values of frequency will results in the reduction in 
delay. So the performance of the system will be increased. And also the number of LUT’s used in this 
project will also be reduced.

This work can be used Furtherly for 128 bits, 256 bits, can be Implemented by Further Different Multipliers 
and Fastest Adder to Increase the Performance of the Circuit. Ultimately, given minor adjustments, this 
accelerator's core logic modules may be utilized to construct ring arithmetic with bigger ring degrees and 
modulus sizes. We are now working on a new design based on our existing architecture that will lower energy 
usage using a parallel prefix adder (similar to the Kogge stone Adder), and the findings will be revealed in our 
future research.
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ABSTRACT: 

Our world is advancing day by day, all the 

traditional gadgets are getting updated in our day-

to-day life. If we see in the past years, we used 

the satellites that are very large in size, but now 

in the modern satellites all   conventional 

constituents are replaced with the nano and micro 

components, which works more efficient and 

effective as compared with the conventional 

components. At present, we are launching 

numerous satellites in a single launch. This 

method of launching several satellites in a single 

launch is complicated and very cost-effective. 

From early stage to now, we are using the same 

conventional method of action and reaction 

method to launch a rocket and place the satellite 

into the orbit, this method needs chemical fuels 

which burns in and gives an opposite force that 

lifts a rocket into the sky. This customary method 

is suitable for satellites that have a large mass, for 

the nano satellites we doesn't require that much 

amount of fuel or force and cost that place them 

in orbit, so an alternative launching method is 

required to launch the nano satellites into the 

orbits. Here in the spin launch technique, it is one 

of the alternative techniques that differ from 

customary launching technique and cost effective 

technique that works in placing a nano satellites 

which has less mass into the earth orbits.  

1) INTRODUCTION 

 

The spin launch technology is the new method of 

launching the rockets into the earth orbits. In the 

traditional method we use the chemical fuels that 

are burned in their chambers at the time of their 

combustion they exhibits the gases at high 

pressure, these gases lift up the rocket into the 

space, but this process is very costly and the 

gasses that are exhibited can cause damage to 

earth, even though these traditional satellites are 

used to lift high weight objects, but due to 

modernization of our world we are constructing 

the satellites with nano and micro objects that 

makes the satellite into the lighter weight, to 

launch these type of low weight satellites into the 

earth orbit we do not require adequate fuel and 

money, if we use traditional method then  it costs 

more time and money, so to launch these type of 

satellites a new method is required with minimum 

cost and it must have ability to transport the 

satellite into the earth orbit, here our theory of 

spin launch can replace the traditional launch 

system and it has an ability to place a nano and 

micro satellite into the earth orbits. Unlike the 
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traditional launch the spin launch does not require 

much chemical fuel, this spin launch technique 

launches the rocket into space by the kinetic 

energy, this spin launch also requires some 

chemical fuel but it is not for the launch it is to 

correct and change the trajectory and path of the 

launched vehicle. 

 

 

 

 

 

CONSTRUCTION OF THE SPIN LAUNCH 

 

To construct the spin 

launch we mainly 

required a vacuum 

chamber, high rpm 

motors, that can be 

able to produce the 

required kinetic 

energy which is 

required to launch the 

rocket into the space, 

and a blade that one 

side is attached to the 

motor and the other to 

the rocket, and the 

blade should be able 

to eject the rocket 

after reaching the 

threshold kinetic 

energy, for the spin 

launch the 

construction is done 

in such a way that in a 

vacuum chamber the 

high rpm motor is 

fixed in the center and 

to the end of the motor the blade is connected, by 

this simple method the spin launch pad is 

prepared to launch the rockets into the earth's 

orbit. 

Here we use the vacuum chamber, because in 

vacuum chambers there is no air so the friction is 

less and there won't be any loss of the kinetic 

energy that is produced when the motor rotates.  

 

 

 

 CONSTRUCTION OF ROCKET THAT IS 

USED IN SPIN LAUNCH TECHNIQUE: 

 

As the spin launch technique is a special 

technique to launch the rocket into space, we need 

to design the special rockets that are suitable to 

launch by using the spin 

launch technique, 

unlike the traditional 

rockets the spin launch 

rockets are very small 

in size and they carry 

less fuel when 

compared with the 

traditional rockets. The 

rocket should have a 

high resistance such 

that it can't get any 

damage while the 

launch pad is producing 

the kinetic energy by 

rotating. These rocket 

busters are the same but 

there is a chance of path 

deviation by these 

rockets. so the side 

busters of the rocket are 

given main importance 

in construction. The 

main busters of the 

rocket are opened, after 

the rocket reaches a 

height by the kinetic energy produced. Mainly 

these rockets are designed to carry fewer 

payloads when compared with the traditional 

Cryogenic engine rockets.  
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4) WORKING PRINCIPLE OF THE SPIN 

LAUNCH: 

 

The spin launch mainly works on the principle of 

kinetic energy produced by the rotation of the 

rocket in the vacuum sealed chamber by the 

motors and then catapulted into space. For a 

simple demonstrate of spin launch, we can use a 

stone i.e., tied to the rope and then if we will the 

thread, the stone rotates and makes some energy 

at maximum speed, if we break the string then the 

stone escapes into the free sky and travels in a 

tangential path. And the stone falls on ground 

after its flight, here the force that required to 

escape the earth gravitational force is not 

produced by the stone so it falls on the ground, 

but if the stone can produce the enough energy 

that can suppress the earth gravitational force the 

stone can escape earth's gravitational field and it  

can enter into the space. Here according to our  

law, an object can be in rest or in uniform motion 

in a straight line until some external force acts on 

it, here in our case the gravitational force is an 

external force which pulls the stone into it .Hence 

the stone changes its path and falls on the ground. 

In spin launch technique the rocket is attached to 

the blade which is connected with the motor of 

high rpm, the rocket rotates with the motor at high 

speeds which is over hyper sonic speeds 

approximately a speed of 450 revolutions per 

minute and then after achieving the required 

kinetic energy the rocket is catapulted into the 

sky. According to some test results the catapulted 

rocket can achieve the speed of 8000 KM/Hr, 

then the rocket can easily surpass the earth 

gravitational force, and the rocket after reaching 

a altitude of 61000 meters, the engine of the 

rocket is ignited and the rocket can roughly 

Achieve the speed of 28,200 Km/hr. If the rocket 

can achieve the speeds of 28,200 Km/hr then it is 

easy for the rocket to escape the earth's 

gravitational field. The side Propellers that are 

built for the rocket is used to correct the path of 

the rocket. If the spin launch is a successful 

technique to launch the rocket, then the use of the 

traditional rockets can be used less, the micro and 

nano satellites can be sent into space with low 

cost. However, the trials of the spin launch 

technique are done by many private and 

government space Agencies, if the trials are 

successful then a new launch technique is used to 

launch the rockets.  
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5) MERITS OF SPIN LAUNCH: 

1) Spin launch requires low cost when 

compared with traditional launching 

techniques 

2) Spin launch is more efficient and lower 

risk.  

3) Requires less fuel when compared with 

traditional launching techniques. 

4) Spin launch causes low pollution to the 

layers of the earth, because 

approximately at the height of 61000 

meters the engine of the rocket is ignited. 

5) We can launch multiple rockets from a 

single launch pad at a very quick time. So 

the buffer time is low for launching a 

second rocket from the same launch pad.  

6) The spin launch method can also be able 

to launch the missiles for long ranges. 

 

6) DEMERITS OF USING SPIN LAUNCH: 

1) If the required kinetic energy is not 

produced by the launch pad then the 

rocket is unable to escape the earth's 

gravitational field.  

2) Unlike the traditional rockets the spin 

launch rockets can carry only the low 

amounts of payloads, approximately 100-

250 kg’s.  

3) It is suitable only for launching the micro 

and nano satellites, not for the high weight 

satellites.  

4) If the engine is not ignited in the mid-way 

of the launch, then the rocket may go 

uncontrollable and may fall in the human 

habitat areas on the earth.  

 

7) CONCLUSION: 

             Hence, spin launch technique is an easier 

way to launch nano satellites and encourages the 

growth of living species by avoiding emission of 

harmful gases in the atmosphere. By this we'll 

increase the rate of exploring and emerging 

things in space and also for better communication 

and security, navigation and development. In 

simpler, we can say this technique is reliable, 

cost-effective, efficient and eco-friendly.  
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ABSTRACT
Cooperation is an emerging paradigm for improving spatial
differentiation in Vehicular Ad-Hoc Networks (VANETs). Hence,
many network solutions are motivated through cooperative
communications for boosting VANET efficiency regarding spe-
cific network constraints like energy efficiency, network cap-
acity, and outage probability. The main intention of this paper
is to design and develop an optimization model for selecting
the minimum number of multi-hops between the source and
destination for the cooperative VANET networks. The first
phase has a first-time slot, where a signal is transmitted by
the source to the cooperative nodes (its relays) and their
equivalent destination. The main problem considered here is
to optimally select the number of hops or relays that are
adaptable for communication, to solve the multi-objective
functions concerning the target throughput and outage prob-
ability. The adoption of new Dimension-based Cat Swarm
Optimization (D-CSO) is the main contribution here to opti-
mally select the multi-hops among source and destination.
Through the performance evaluation, it is observed that the
designed model has achieved networks-wide fairness perform-
ance and a good convergence rate.

KEYWORDS
Cooperative communication;
Dimension-based Cat
Swarm Optimization;
multi-hop selection;
multi-objective function;
outage probability;
throughput; Vehicular
Ad-Hoc Networks

1. Introduction

Cooperative communication has mainly emerged as a new paradigm for
security improvement of the characteristics of the physical layer (Okeke
et al. 2015; Nam, Jang, and Lee 2015). For offering a high ability to the
major link compared to the wiretap one, the relay nodes are generally
employed among source and destination nodes (Wang, Teh, and Li 2016).
Consequently, to maximize the secrecy efficiency, it is noted that there is a
need of enhancing the number of relays (Adam, Yanmaz, and Bettstetter
2014). Moreover, the selection of relay is a famous technique with several
relay cases for maximizing the efficiency of cooperative systems without or
with security parameters (Zhao et al. 2014). Several relay selection strategies
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have been utilized in recent studies based on the activity or passivity of the
eavesdropper. The relay selection is performed traditionally by utilizing
the channel state information (CSI) of the major link while considering the
passive eavesdropper (Feng, Xiao, and Cimini 2014). Moreover, depending
on the accessibility of the CSI of the wiretap and main links, the selection
of optimal relay is conducted when the known eavesdropper is considered
(Xia and Aïssa 2015).
Generally speaking, wireless relay networks has been majorly focused on

several physical layer security based on the cooperative phase scenario
(Nguyen, Afolabi, and Kim 2013). On the other hand, the major problem
requires additional emphasis with further examination of the broadcast phase
in an operational platform when several direct links are available from the
source node to the eavesdropper and destination nodes. Thus, proven and
famous networks called cooperative communications have been taken as an
efficient metric for enhancing the performance of wireless networks (Su et al.
2019). Generally, cooperative communication has been divided into two
classes cooperative relaying and multi-hop communications. It has been uti-
lized for cellular networks for increasing the “Quality of Service (QoS)” and/
or coverage. The “Hybrid Ad hoc Network (HANET) or Multi-hop Cellular
Network (MCN)” is often formed by integrating the cellular systems with
multi-hop communications (Zheng et al. 2012; Kanithan et al. 2020). To real-
ize MCN, the “Opportunity Driven Multiple Access (ODMA) protocol”
(Zhang and Cimini, 2007) is introduced based on the “3rd Generation
Partnership Project (3GPP) for Time-Division Duplexing (TDD) and
Universal Mobile Telecommunications System (UMTS)”, which is suggested
for offering the traffic hotspots and spot coverage, for increasing the capacity
of the network and for maximizing the high data rate coverage (Abdulhadi,
Jaseemuddin, and Anpalagan 2012).
In recent years, Vehicular Ad-Hoc Networks (VANETs) have inspired

researchers due to their prospective exploration of several noteworthy tele-
matic applications consisting of entertainment to safety-oriented applications,
especially for intelligent transportation and traffic information systems (Seyfi
et al. 2011; Agrawal et al. 2020). The connected vehicles also called a general-
ized VANET consist of wireless communication links between road-side
access points and vehicles for supporting both vehicle-to-infrastructure (V2I)
and vehicle-to-vehicle (V2V) communications (Hui et al. 2020; Singh et al.
2021). On the other hand, vehicular channels suffer from inherent space-time
frequency differentiability due to the time-differing effects, multi-path propa-
gation, and vehicular mobility. The emerging interest in the implementation
of new communication architectures has to consider the complete exploit-
ation of diversity. As cooperative communications have been extensively rec-
ognized as a powerful technique in several communities, it has to increase the
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performance of wireless relay transmission systems from either cross-layer or
physical-layer views (Achour, Alfayez, and Busson 2021). Hence, emerging
cooperative communication technologies in VANETs propose a huge range
of protocols and broader designs for solving the fast signal fading problem

(Akin, Ilhan, and €Ozdemir 2015). Thus, there is a need of solving the
throughput and outage probability in VANETs with the help of a heuristic-
based algorithm for selecting the relays.
The major goal of the designed model is given here.

� To develop an optimization model for selecting the minimum number
of multi-hops between the “source and destination” for the cooperative
VANET networks to offer a good convergence rate and network-wide
fairness performance.

� To develop a new D-CSO algorithm for selecting or optimizing the
number of relays among the source and destination for effective com-
munication or transmission of packets among them by solving the
multi-objective function concerning throughput and outage probability.

� To study the performance of the suggested intelligent swarm-based
multi-hop selection model in vehicular networks by convergence ana-
lysis, statistical analysis, and throughput and outage probability.

The residual parts of the suggested method are depicted below. Section 2
describes the conventional works. Section 3 describes the system model and
cooperative mechanism in vehicular networks. Section 4 narrates the opti-
mal relay number selection model in vehicular networks. Section 5 dis-
cusses the proposed relay selection strategy in vehicular networks based on
outage probability and throughput. The result visualization is shown in
Section 6. In the end, this research work has concluded in Section 7.

2. Literature Survey

VANETs are a class of Mobile Ad-Hoc Networks (MANET) and also it can
be denoted as a group of smart vehicles interconnected together with wire-
less links. Here, VANETs have the vehicles move only on a predetermined
road with the highest capability of data saver and computing power. The
spreading of road safety messages is a difficult activity in VANETs. Few of
the existing works based VANETs are depicted here.

2.1. Related Works

Saghezchi, Radwan, and Rodriguez (2017) have suggested a new “energy-
aware cooperative relaying in future heterogeneous networks (HetNets)” to
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reduce energy consumed by wireless devices. The problem was formulated
as an assignment game and thus, this network has used game theory con-
cepts. Initially, the selection of optimal relay was taken as a linear program-
ming paradigm, where the appropriate relays have been selected as
solutions from their possible sources. Ying and Nayak (2018) have consid-
ered an optimal relay selection issue by exploiting the social correlations
from contributions and interaction between users for improving coopera-
tive multi-hop D2D communications (Lim et al. 2021). This model has
solved the above-mentioned problem through a new scheme. Here, the
users were selected from the constructed social correlations, where relays
were considered which have a stronger social relationship.
Tian et al. (2017) have implemented a relay selection technique with the

help of the stochastic learning method, which has also evolved Nash equilib-
rium. They have also investigated the precise outage behavior of the coopera-
tive communication networks by a multi-relay decode-and-forward scheme.
Siddig, Ibrahim, and Ismail (2020) have suggested a new store-carry-forward
strategy in a full-duplex way for exploiting the relay’s capability for concur-
rent transmitting and receiving of information for delivering more data to
the target vehicle in the uncovered area. The major aim of the designed model
was to get optimal power allocation by determining the abilities of the links.
Li et al. (2020) have considered a new cooperative-node system model to

propose a selection algorithm for getting the optimal relay number depending
on a realistic networks model along with the distance measures among
“Nakagami-m short-term static fading channel and relays”, which was highly
appropriate for unmanned aerial vehicles (UAVs). Poursajadi and Madani
(2021) have examined the vehicular communication model with the help of
adaptive optimal relay selection (AORS) for choosing the optimal relay with
the constraints of security in terms of both cooperative and broadcast phases.
Further, the incremental scheme was suggested for offering security.
Dan et al. (2010) have examined multi-user-based cooperative networks,

the decode-and-forward relaying protocol was used for helping the inter-
mediate relay nodes for forwarding the source forward information to the
destination. In addition, they have implemented a new multi-relay nodes
selection strategy with residual energy and instantaneous CSI for overcom-
ing the imbalances in resource usage and for achieving the emergence of
diversity gain. Dan et al. (2011) have suggested a power allocation strategy
with distributed join relies on a node selection framework over multi-hop
relaying cellular networks with the consideration of residual energy of relay
nodes and wireless channel state (Yang et al. 2020). The residual energy
state transitions and time-varying channels were characterized by using a
first-order finite-state Markov chain.
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Sadegh et al. have introduced a fuzzy logic-based routing (Agrawal et al.
2020; Yin 2020) method with authentication capacity in vehicular ad hoc
networks. Here, vehicles were clustered using an effective strategy. Easy
data packets have not followed the authentication strategy. Moreover,
secure data packets have been utilized for an authentication strategy
according to the Message Authentication Code (MAC) and symmetric key
cryptography. Phull et al. have developed an approach for vehicular ad hoc
networks. It utilized a game theory method to computerize vehicle combin-
ation and cluster head selection. The suggested method was utilized for
eliminating the necessity for cluster improvement regularly. K-means algo-
rithm was applied for the implementation of clusters on the social charac-
ter of the cars. Numerous relay selection approaches have been reviewed in
Table 1. These problems promote the research works to focus on imple-
menting a new relay selection approach in Vehicular networks.

3. System Model and Cooperative Mechanism in Vehicular Networks

There are many advanced features there for VANETs to improve their
commercial success. But, this system model includes many other advanced
features to spread the messages from one vehicle to another. The system
model for the suggested vehicular networks has shown here and also the
cooperative mechanism for this system model that has briefly dis-
cussed below.

3.1. System Model

While considering the active eavesdropper in the system, a time division
multiplexing is considered with several decode and forward (DF) relay
cooperative vehicular to the vehicular communications system. Figure 1
shows a pair of vehicles with initial point and target point vehicular nodes
along with some intermediate vehicular nodes.
In these networks, from the source node, the received messages are decoded

and then forwarded to the destination. In these networks, entire nodes like des-
tination Ds R� relay ðM1,M2, :::,MRÞ, where r ¼ 1, 2, 3, :::,R source Sr and
eavesdropper Evare communicated with a single antenna. Additionally, entire
nodes are operated in a half-duplex manner regarding the real-time constraints,
where they cannot receive and transmit simultaneously. An operational envir-
onment is considered here, where several direct paths are assumed from the
source to eavesdropper and destination nodes. There is also an assumption
that the accurate channel estimation is carried out based on the CSI of the
wiretap and main channels. There are two scenarios assumed, where in the first
case, CSI is available at the transmitter nodes through an error-free feedback
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link, while in the second case the CSI is only accessible to the receiver nodes
(Dong et al. 2010). In addition, the channel among every receiver node Bc 2
ðSr,Ev,DsÞ and transmitter node Tn 2 ðSr,MrÞ for r ¼ 1, 2, :::,R and hBcTn is
noticed as the Rayleigh distribution with quasi-static flat fading of variance
r2BcTn and zero mean.
In the wiretap channel, the capacity attaining codebook is utilized that

performs the encoding of the source message A into a codeword A 2 Ab,
where an input alphabet of length b is denoted as Ab: Here, a particular
symbol is denoted as a unit power that is transmitted in a time slot. For
broadcasting their secret information, the first slot of the time-division
multiplexing protocol is assigned to the source node, which PSr represents
a signal awith transmission power. The following signals are received by
the authorized nodes in this phase.

zDs ¼
ffiffiffiffiffiffi
PSr
p

hSrDsaþ bDs (1)

zM, r ¼
ffiffiffiffiffiffi
PSr
p

hSrM, raþ bM (2)

Here, the “Additive White Gaussian noise (AWGN)” at the different
relays and major destinations are denoted as bDs and bM, respectively with
the same power ofg0: Through the following received signal, the nodeEv
wiretaps from the source node in the broadcast phase.

zEv ¼
ffiffiffiffiffiffi
PSr
p

hSrEvaþ bEv (3)

In Eq. (3), AWGN noise Evis termed as bEvincluding density power g0:
In these networks, the broadcast phase and cooperation phase are executed
separately which expresses the various secrecy capacities of the two phases.
In the initial phase, the “Single Input-Multiple Output (SIMO) channel” is
considered for presenting the secrecy capacity. Then, the capacity of the

Figure 1. The cooperative mechanism in vehicular networks with several numbers of vehicu-
lar nodes.

CYBERNETICS AND SYSTEMS 7



SIMO channel is assumed by the optimal Gaussian codebook utilized from
the source node to the rthrelay and destination node through the selection
combining (SC) scheme (Yang et al. 2016) as given in Eq. (4).

frSC ¼ log 2 1þ j1 hSC, rj j2
� �

(4)

hSC, r ¼ max hSrDsj j2, hSC, rj j2
� �

(5)

Here, j1 ¼ PSr
g0
: Furthermore, the capability of the wiretap channel is for-

mulated in Eq. (6).

fSE ¼ log 2 1þ j1 hSEj j2
� �

(6)

It has been verified that the variation among the capacities of the “main
and wiretap links” is defined as the secrecy capacity (Li, Petropulu, and
Weber 2011). Hence, the following derivation specifies the capacity of
“secure communications” for the rth relay in the broadcast phase.

fBP, rSS ¼ frSC � fSE
� �þ

¼ log 2
1þ j1 hSC, rj j2
1þ j1 hSEj j2

" #þ (7)

In Eq. (7), the representation is given as follows½a�þ ¼ maxð0, aÞ:

3.2. Cooperative Mechanism

Consider the signal a of transmission power Pr is transmitted by relay
node for examining “the security of the cooperative phase that has resulted
in the reception of the corresponding signals” at Ev and Ds, respectively.

zMDs, r ¼
ffiffiffiffiffi
Pr
p

hMDs, raþ b
0
Ds (8)

zMEv, r ¼
ffiffiffiffiffi
Pr
p

hMEv, raþ b
0
Ev (9)

In the aforementioned equations, the AWGN at Ev and Ds with the
same power of g0 being represented as b0Ds and b0Ev, respectively, which
leads to the secrecy capacity of the cooperative phase is formulated in Eq.
(10), where j2 ¼ Pr

g0
:

fCP, rSS ¼ log 2
1þ j1 hSrDs, rj j2 þ j2 hMr ,Dsj j2
1þ j1 hSEj j2 þ j2 hMr ,Evj j2

 !" #þ
(10)

The cooperative phase becomes silence while the “relay node cannot
recover the source message”, where j2 ¼ 0: Lastly, the entire immediate
secrecy capacity from source to destination is presented as the lower secrecy
capabilities of both broadcast and cooperative phases as formulated here.
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frSS ¼
1
2
min

log 2
1þcrSC
1þcrSE

	 
h iþ
,

log 2
1þcSrDsþcrMDs
1þcSEþcrMEv

	 
h iþ
8><
>:

9>=
>; (11)

In Eq. (11),crMEv ¼ j2 hMEv, rj j2, crMDs ¼ j2 hMDs, rj j2, cSE ¼ j1 hSEj j2, and

crSC ¼ j1 hSC, rj j2: To transmit every secret message, the coefficient 1
2 is used

in Eq. (11) as two-time slots are employed. In addition, the optimum relay
is selected in both broadcast and cooperative phases by applying a general-
ized form of the “Optimal Relay Selection” (GORS) scheme, which is
derived in Eq. (12).

fGORSSS ¼ 1
2

max
r2 1, ::,Rf g

min fBP, rSS , fCP, rSS

n on o
(12)

However, the overall security can be destroyed when leaking secret infor-
mation in many phases. There are two diverse constraints formulated for
offering the security behavior of GORS, which are the source Sr to destin-
ation Ds link is weaker while compared with the Sr�Mr, r ¼ 1, :::R links
and the source Sr to destination Ds link is stronger than Sr�Mr, r ¼ 1, :::R
links. Thus, the secrecy capacity through GORS for the first constraint is
derived in Eq. (13).

fGORSSS, 1 ¼
1
2

max
r2 1, ::,Rf g

min fSrM, r
SS , fCP, rSS

n on o
(13)

In Eq. (13), fSrM, r
SS ¼ log 2ð1þc

r
SrM

1þcSE Þ
h iþ

and crSrM ¼ j1 hSrM, rj j2: The “secrecy

capacity of the GORS” strategy in the initial case is equivalent to the max-
imum Rsecrecy capacities (Krikidis, Thompson, and Laughlin 2009). The

second case is derived in Eq. (14), which fSrDsSS indicates the “instantaneous
secrecy capacity at the main destination through direct transmission”.

fGORSSS, 2 ¼
1
2

max
r2 1, ::,Rf g

min fSrDsSS , fCP, rSS

n on o
(14)

In Eq. (14),fSrDsSS ¼ log 2ð1þcSrDs1þcSE Þ
h iþ

that is equivalent to the maximum

R�secrecy capacities.
These two conditions are utilized in the GORS strategy, the transmission

efficiency can be decreased by relay via factor 1/2, which also enhances the
wiretap link compared with the main channel. The direct link is evaluated
and the best relay is selected by accessing both CSI in the transmitter node
or receiver nodes of every phase. The overall CSI is accessible at receiver
nodes (Zou, Wang, and Shen 2013), where the secret message can be
broadcasted at the source node at a particular rate RSS: Additionally, the
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decisions are made at the destination “about the capability of the direct
link for recovering the source message” as given in Eq. (15).

e : fSrDsSS <RSS (15)

In this abovementioned equation, the adaptive relaying is derived while
satisfying the Eq. (15), in which a selected best relay intends to maximize
the secrecy capacity, or else a new secret message is transmitted by the
source node. This strategy is named AORS. The incremental relaying is car-
ried out for solving the complexity and for improving the spectral effi-
ciency as given in Eq. (16).

fSrDsSS < log 2
1þ j1 maxr2 1, ::,Rf g hSrM, rj j2

� �
1þ j1 hSrEvj j2

 !" #þ
(16)

It is also simplified as shown in Eq. (17) (Bao, Trung, and Debbah
2013).

w : cSrDs< max
r2 1, ::,Rf g

crSrM (17)

AORS is designed through the implementation of the incremental selec-
tion of an optimal relay for maximizing the secrecy capacity while satisfy-
ing thew:

4. Optimal Relay Number Selection Model in Vehicular Networks

The relay selection strategy in vehicular networks is explained below and
also the development of D-CSO-based relay selection is depicted here.

4.1. Relay Selection Strategy

An optimal relay selection is carried out in the proposed vehicular net-
works through D-CSO to enhance the performance of the communication.
In this section, the general relay selection strategy is discussed here. This
scheme considers two modules like “control module and transmission
module”. While considering the control module, the source verifies whether
the buffer is empty or not. If it is empty, then it is kept idle, or else the
control frames termed handshake messages are broadcasted by the source
node for transmission. Once receiving the handshake messages by destin-
ation node from the source node, the handshake messages are exchanged
by destination via advanced positioning techniques like inertial measure-
ment unit (IMU), assisted GPS, GPS, and differential GPS, and then, it
computes the r� relays for participating in the cooperation by considering
the “communication distance” among the source and destination.
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On the other hand, in the transmission module, the data frames are
transmitted by source in the way of omnidirectional broadcast while the
data frame is decoded accurately by destination. Then, a new data frame is
transmitted by the source in the consequent automatic repeat request
(ARQ) round. In another case, the destination examines the ARQ round q,
if it is lesser than the maximum value Q, then the retransmission phase is
carried out in the system, or else a negative acknowledgment is forwarded
back through the destination and further, q is assigned to 0. The relays per-
form in DF mode in the retransmission phase, where the data frame broad-
casted by the source node is successfully decoded by p�out of relays r � :
Next, the retransmission of the data frame is done through the source node
in the next ARQ round when p ¼ 0 or else the data frames are transmitted
directionally to the destination by p�relays, where r ¼ 1, 2, 3, :::, p:
Likewise, until Q is reached or receives an acknowledgment from the des-
tination, p�relays will not stop retransmission.

4.2. Proposed D-CSO-Based Relay Selection

The relay selection is carried out through the D-CSO algorithm due to its
several features for maximizing the efficiency of vehicular networks.
Counts of Dimension to Change (CDC) in existing CSO (Bouzidi, Riffi,

and Barkatou 2019) algorithm are defined by how many dimensions are
altered with the interval of [0, 1]. CDC is developed according to the ratio
between the latest fitness and worst fitness solutions. CSO has the ability
for attaining accurate solutions with better balancing between the explor-
ation and exploitation stages. It is utilized for resolving the premature con-
vergence problem, owing to these advanced features CSO (Jose et al. 2014)
is selected for this research work. Here, the D-CSO algorithm is initiated
by calculating the CDC according to the latest and worst solutions.
CSO is one of the robust optimization algorithms (Jose et al. 2014;

Jagadeeshwar et al. 2022) that get winning performance, where cat (solu-
tion) behaviors in resting and tracing modes decide the solution updating.
The solution contains two modes such as seeking and tracing modes, here
every solution denoted the cat with a fitness value and a flag, and its loca-
tion. In this process, the location is a DS � dimension; here the flag is
finalized whether the cat is in a seeking or a tracing mode. The fitness
value represents the solution set and each dimension contains its velocity.
At first, the count of cats is decided for each iteration, where the best cat is
saved in the memory. The result is obtained by cats at the end of the iter-
ation. The following steps help to find the accurate solution for the D-CSO
algorithm (Illuri and Jose 2021; Jagadeeshwar et al. 2022). At first, the
lower and upper bounds for the solution sets are described.
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Then, the cats are classified based on the mixture ratio which is chosen
in the bounding limit of [0, 1]. Then, the fitness value is evaluated for all
the cats by taking the domain-specific fitness function. Then, the optimal
cat is selected and stored in memory. Next, the cats are moved toward
either tracing or seeking a model. Once forwarding the cats into either of
the modes, the cats are randomly redistributed into seeking or tracing
models through a mixture ratio. Finally, the termination condition is
checked. When it is satisfied, then the program is terminated others the
steps are repeated”.
“Seeking Mode”: It represents the resting nature of cats with the help of

parameters like “Self-Position Considering (SPC), CDC, Seeking Range of
the selected Dimension (SRD), and Seeking Memory Pool (SMP)”. SRD
represents the mutative ratio for chosen dimensions, which is defined as
the count of mutation and alterations for those dimensions, which are
chosen by the CDC. Then, SMP shows the size of seeking memory for cats,
which describes the “number of candidate positions in which one of them
is going to be selected by the cat to go to”. Some of the steps of seeking
mode in CSO are given here.
Initially, create several copies of SMP with the recent position of CTj:

Several CDC dimensions are mutated based on Eq. (18).

CDC ¼ fitðkÞ
worstfitðkÞ (18)

Moreover, arbitrarily, the SRD values are added or subtracted from “the
current values to replace the old positions” as derived in Eq. (19).

Ykdsnew ¼ Ykdsold � 1þ rn�SRDð Þ (19)

The arbitrary number is specified as rn that lies in the bounding limit of
[0, 1], the dimensions are represented as ds, the count of a cat is shown by
k, Ykdsnew derives the next location of cat and Ykdsold derives the present
location of cats.
The whole search agent locations are determined according to the fitness

value. Choose one of the search agent’s solutions as the next location for
the cat that is performed by probability, where the selection is performed
by considering the higher fitness values as derived in Eq. (20).

q ¼ fiti � fitcj j
fitmax � fitmin

(20)

When whole fitness values are similar, the complete selection probability
is assigned for every candidate point to be 1. While taking the objective as
the minimization, then the solution is taken as fitc ¼ fitmax or else fitc ¼
fitmin, where 0<i<k:
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“Tracking Mode”: It uses the tracing behavior of cats. At initial iterations,
velocity values are randomly specified to the entire dimensions of the pos-
ition of the cat. Though, there is a need of updating the velocity values for
upcoming steps. Moving cats in the tracing mode are given here. Eq. (21)
is used for updating the velocities for entire dimensions.

#j, ds ¼ #j, ds þ rs1cn1 Ybest, ds � Yj, dsð Þ (21)

If the velocity value is high, then it is similar to the highest velocity rate.
Then, it updates the location CTj through Eq. (22).

Yj, ds ¼ Yj, ds þ #j, ds (22)

Thus, the solution updating is carried out based on the seeking and tracing
modes, where CDC is updated in the D-CSO algorithm based on fitness val-
ues. This modification results in getting optimal values and attaining a faster
convergence rate for optimal relay selection in vehicular networks. The
pseudo-code of the introduced D-CSO algorithm is shown in Algorithm 1.

Algorithm 1: Proposed D-CSO

Determine cat population and constraints
Formulate the fitness of whole solutions
Calculate CDC based on the recent fitness and worst fitness solutions

using Eq. (18)
Find the distance covered accurate and current search agents and average

distance
Evaluation of cats according to the fitness function
It CTjis in the seeking mode

Solution update by Eq. (19), according to seeking mode
else

Solution update by Eq. (22), based on tracing mode
End if
Reallocate “the number of cats and assigned them into tracing mode

through mixture ratio and assign others to seek mode”
End for
End while

Calculate fitness of all solution
Upgrade best fitness value

end while
Return accurate solutions

The flow diagram of D-CSO is depicted in Figure 2.
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5. Suggested Relay Selection Strategy in Vehicular Networks Based on
Outage Probability and Throughput

Here, the suggested relay optimization process and the outage probability
computation are formulated. Finally, the computation of throughput is
explained in this section.

5.1. Proposed Relay Optimization

The relay optimization in the designed vehicular networks is carried out
through the D-CSO algorithm by resolving the fitness functions like reduc-
tion of outage probability and maximization of throughput. The solution
encoding of relay selection before and after optimization is given in
Figure 3.

Figure 2. Flow diagram of the designed D-CSO algorithm.
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The multi-hop selection is carried out by the D-CSO algorithm, where
the unwanted relay nodes are removed from the networks through this D-
CSO algorithm. The optimal relay nodes for solving the multi-objective
function are chosen in Figure 3. Thus, the multi-hop selection is carried
out through the D-CSO algorithm. The main scope of the introduced
method is derived in Eq. (23).

fit ¼ argmin
Mrf g

OPout þ 1
Th

� �
(23)

The mean count of relays is indicated as Mr the optimal relays selected
with the help of the D-CSO algorithm for improving the efficiency of the
vehicular networks to eliminate the entire computational complexity. The
range Mr is assigned among [1,R]. In Eq. (23), outage probability is
denoted as OPout and throughput is termed as Th: These constraints are
explained in upcoming sections.

5.2. Outage Probability Computation

Assume the “outage probability” of the data link with signaling rate asrt,
the transmitted signal is considered as a with a “Signal-to-Noise Ratio
(SNR)” of c, is formulated in Eq. (24).

OPout ¼ OP J a; bjfh� �
< rt

� �
¼ OP log 2 1þ c fhj j2

� �
< rt

� � (24)

Figure 3. Optimal relay selection before and after encoding using the D-CSO algorithm.
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In Eq. (24), the fading coefficient is noted as fh, the received signal is
given as b, and the outage events that occur on link source to relay and
source to destination with and without complete reception at relays in the
qthARQ round are represented as SrMout, q, SrMDsout, q and SrDsout, q,
respectively. Further, the following assumptions are considered for simplify-
ing the process, which is dM1Ds 6¼ dM2Ds 6¼ � � � 6¼ dMRDs and dSrM1 ¼ dSrM2 ¼
� � � ¼ dSrMR ¼ dSrM, where the expectation is given as EX½��: Moreover, it is

observed that EX fhij, q
 2h i

, in which the node pair is given as ði, jÞ, which
is also represented as EX xij, q½ � that is proportional to d�bij , the path loss

factor is termed as b, and the “probability of above outage events” is for-
mulated with AWGN communication scenario in the “Nakagami-m short-
term static fading channel”.
Equation (25) depicts the transmission of links source to relay has failed

or outage happens for qthARQ round.

OP SrMout, qð Þ ¼
Yq
us¼1

OP log 2 1þ c fhSrM, usj j2
� �

< rt
� �

¼
Yq
us¼1

OP xSrM, us < ef g

¼
Yq
us¼1

DFxSrM, usðeÞ

(25)

Here, Eq. (26) indicates the transmission of link source-destination that
has been assisted by p� relays, which has failed for qthARQ rounds.

OP SrMDsout, qð Þ ¼
YTp

M

us¼1
OP log 2 1þ c fhSrDs, usj j2

� �
< rt

� �
�

�
Yq

vs¼Tp
Mþ1

OP log 2 1þ
Xp
t¼1

c fhMtDs, vsj j2
 !

< rt

( )

¼
YTp

M

us¼1
OP xSrDs, us < ef g �

Yq
vs¼Tp

Mþ1
OP

Xp
t¼1

xMtDs, vs < e

( )

(26)

Equation (27) depicts the transmission of links source to the destination
have failed or outage happens for qthARQ round.

16 U. KIRAN AND K. KUMAR



OP SrDsout, qð Þ ¼
Yq
us¼1

OP log 2 1þ c fhSrDs, usj j2
� �

< rt
� �

¼
Yq
us¼1

OP xSrDs, us < ef g ¼
Yq
us¼1

DFxSrDs, usðeÞ
(27)

In the aforementioned equations, the “Cumulative Distribution Function
(CDF)” of the arbitrary term A is shown as DFAðaÞ, wheree_ 2rt�1

c , and the

modules of power intensity gain matrixesWSrM ¼ xSr, 1,xSr, 2, :::,xSr,Q½ �1�Q,
WSrDs ¼ xSrDs, 1,xSrDs, 2, :::,xSrDs,Q½ �1�Q

andxMDs ¼
xM1Ds, 1 xM1Ds, 2 � � � xM1Ds,Q

xM2Ds, 1 xM2Ds, 2 � � � xM2Ds,Q

..

. � � � � � � ..
.

xMRDs, 1 xMRDs, 2 � � � xMRDs,Q

2
6664

3
7775
R�Q

are indicated as

xSrM, us, xSrDs, us, and xMtDs, vs, respectively.
The p�out-of-neighbor nodes in the vehicular networks that decode the

“data frame for the first time” in the Tp
M ARQ round are represented by

Tp
M: Further, the probability Tp

M is determined in Eq. (28).

OP Tp
M ¼ t

� �
¼ R

p

� �
OP SrMout, t�1ð Þ � OP SrMout, tð Þ½ �k�

OP R�kð Þ SrMout, tð Þ
(28)

This derivation means that p�out of R relays “will not properly decode
the frame transmitted from source” until the tth ARQ round. A “Gamma

random variable with parameter” oij,
Xij

oij

	 

is denoted as xij, q: Thus, Eq.

(26) is determined the CDF of the total of p” independents but not essen-
tially same (i.n.i.d) Gamma arbitrary terms” with the solution of
OP

Pp
t¼1xMtDs, vs < h

� �
: Representing n1, n2, :::, np as p (i.n.i.d) Gamma

arbitrary terms with constraints of ot, and Xt, where t ¼ 1, 2, :::, p: In add-
ition, the “Probability Distribution Function (PDF)” and CDF of Xis
derived in the following equations by considering the X ¼Pp

t¼1 nt:

dfXðxÞ ¼
Yp
t¼1

ot
Xt

� �ot
GFd, 0d, d exp �xð Þ k�ð1Þd

k�ð2Þd


�"

(29)

DFXðxÞ ¼
Yp
t¼1

ot
Xt

� �ot
GFdþ1, 0dþ1, dþ1 exp �xð Þ k�ð1Þ

d
, 1

k�ð2Þ
d
, 0


�"

(30)

Here, the Meiger-G function (Gradshteyn and Ryzhik 2007) is derived in
Eq. (31) and an integer is given as d ¼Pp

t¼1 ot:
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GFks, lspo, qo

�
ljk�

ð1Þ
d

k�ð2Þd

�
¼ GFks, lspo, qo

h
ljx1, x2, :::, xpoys1, ys2, :::, ysqo

i

¼ 1
2pi

ð
Ch

Yo
j¼1

Cðysj � suÞ �
YR
j¼1

Cð1� xj þ suÞ

Yqo
j¼oþ1

Cð1� ysj þ suÞ �
Ypo

j¼Rþ1
Cðxj � suÞ

lsudsu

(31)

The integral path is denoted as Ch, which is dependent on the relative size of
the constraints. In the aforementioned equations, the Gamma function is derived

as Cð�Þ, terms k�ð1Þd and k�ð2Þd are expressed in Eqs. (32) and (33), respectively.

k�ð1Þd ¼ 1þ o1
X1

� �
, :::, 1þ o1

X1

� �zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{o1

, :::, 1þ op
Xp

� �
, :::, 1þ op

Xp

� �zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{op
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{d

(32)

k�ð2Þd ¼
o1
X1

� �
, :::,

o1
X1

� �zfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflffl{o1

, :::,
op
Xp

� �
, :::,

op
Xp

� �zfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflffl{op
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{d

(33)

Moreover, the average power is given as Xt 6¼ Xqðt, q ¼ 1, 2, 3, :::, p, t 6¼ qÞ
and then, Eq. (34) specifies the Rayleigh fading channel or the PDF of the sum
of p exponential random variables can be obtained.

df RayleighX ðxÞ ¼ 1Qp
t¼1

Xt

GFp, 0p, p exp �xð Þ
1þ 1

X1
, :::, 1þ 1

X1
1
X1

, :::,
1
X1


3
75

2
664 (34)

Equation (34) can be modified through the Meijer-G identity as given in
Eq. (35).

df RayleighX ðxÞ ¼
Xp
t¼1

Y
su6¼t

1
Xsu

1
Xsu
� 1

Xt

0
@

1
A 1

Xt
exp � x

Xt

� �
(35)

Thus, the outage probability for all data links is attained.

5.3. Throughput Computation

The network throughput is described as the mean count of data frames
accurately transferred by the target point in one time period, in which the
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mean “Discrete-Time Markov Chain (DTMC)” method in the initial point
state can be related to the “steady-state probability” of state initial point.
Thus, the steady probability of state initial point is given as pSr, and the
steady-state distribution of the 3-D DTMC model is given as p ¼
ðpSr, p1, :::, pDFÞ: It is observed that throughput pSr is a binary function of

Q and R: It can be formulated as
p � PO ¼ pP

p ¼ 1

�
and PO is a state transition

probability vector of all one-step transition probability, which is derived as

ðQþ 1Þ þ R
PQ�1

i¼1 i
h i

� ðQþ 1Þ þ R
PQ�1

i¼1 i
h i

: Additionally, throughput

Th pSr is determined in Eq. (36).

Th ¼ pSr Q,Rð Þ ¼ 1�FErr Q,Rð Þ
fh Q,Rð Þ (36)

In Eq. (36), a binary function ðQ,RÞ is denoted as fhðQ,RÞ and the sys-
tem frame fault rate is formulated as FErrðQ,RÞ, which are expressed
below.

FErr Q,Rð Þ ¼

OPSrM1, 0, 0 � OPM1, 0, 0DF

þ
XR
p¼1

OPSrM1, p, 0 � OPM1, p, 0DF,
Q ¼ 2

Eq:ð39Þ, Q � 3

8>>><
>>>: (37)

fh Q,Rð Þ ¼ 1þ OPSrM1, 0, 0 þ
XR
p¼1

OPSrM1, p, 0 ,Q ¼ 2

Eq:ð40Þ,Q � 3

8><
>: (38)

FErr Q,Rð Þ ¼
OPSrM1, 0, 0 �

YQ�2
i¼1

OPMi, 0, 0Miþ1, 0, 0
� � � OPMQ�1, 0, 0DF

þ
XR
p¼1

OPSrM1, p, 1 �
YQ�2
i¼1

OPMi, p, iMiþ1, p, iþ1
� � � OPMQ�1, p,Q�1DF

þ
XR
p¼1

XQ�1
Tp
M¼2

OPSrM1, 0, 0 �
YTp
M�2

i¼1
OPMi, 0, 0Miþ1, 0, 0
� �

�OPM
T
p
M
�1, 0, 0,MTp

M�1, p, 1

�
Yi¼Q�2, j¼Q�Tp

M�1

i¼Tp
M, j¼1

OPMi, p, jMiþ1, p, jþ1
� �
�OPM

Q�1, p,Q�Tp
M
DF

0
BBBBBBBBB@

1
CCCCCCCCCA

Q � 3 (39)
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fh Q,Rð Þ ¼

fh Q� 1,Rð Þ þ OPSr1, 0, 0 �
YQ�2
i¼1

OPMi, 0, 0Miþ1, 0, 0
� �

þ
XR
p¼1

OPSrM1, p, 1 � OPMi, p, jMiþ1, p, iþ1
� �

þ
XR
p¼1

XQ�1
Tp
M¼2

OPSrM1, 0, 0 �
YTp
M�2

i¼1
OPMi, 0, 0Miþ1, 0, 0
� � �

OPM
T
p
M
�1ð Þ, 0, 0MT

p
M
, p, 1

Yi¼Q�2, j¼Q�Tp
M�1

i¼Tp
M, j¼1

OPMi, p, jMiþ1, p, jþ1
� �

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

Q � 3

(40)

Thus, throughput can be obtained using Eq. (36) by substituting Eq. (37)
with Eq. (40).

6. Results

This section explores the efficiency of the design in terms of various meas-
ures and it is discussed clearly.

6.1. Experimental Setup

The proposed multi-hop selection in-vehicle networks were implemented in
MATLAB 2020a, and the efficiency of the designed system was compared
to the existing heuristic algorithms like particle swarm optimization (PSO)
(Ai and Kachitvichyanukul 2009), Jaya Algorithm (JA) (Rao 2016), gray
wolf optimizer (GWO) (Mirjalili, Mirjalili, and Lewis, 2014), and CSO
(Bouzidi, Riffi, and Barkatou 2019) in terms of convergence analysis,
throughput analysis, outage probability analysis, and statistical analysis. The
simulation was managed by taking the three cases by differing the number
of nodes as [50, 100, and 150]. The simulation parameters considered for
the experimentation are given in Table 2.

6.2. Convergence Evaluation

The convergence evaluation of the designed multi-hop selection in-vehicle net-
works for the three test cases by differing the number of nodes is depicted in
Figure 4. While considering case 1, at initial iterations, the highest fitness rate
is observed by D-CSO as like other algorithms. At the 10th iteration, the low-
est cost function with superior performance is noticed by D-CSO while
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compared with other techniques. Similarly, for case 2, the highest fitness rate
is observed at initial iterations, but the lowest fitness with a high-performance
rate is attained by D-CSO at the 60th iteration only. Likewise, for case 3, the
D-CSO gets the highest convergence rate at initial rates itself. From the ana-
lysis, for case 1, at the 100th iteration, the D-CSO correspondingly obtains
28%, 25%, 18%, and 28% superior to PSO, JA, GWO, and CSO. Therefore,
elevated convergence behavior is observed by D-CSO for all the test cases.

Table 2. Experimental constraints used for simulation in vehicular networks.
S.no Symbols Parameters Values

1. M Number of nodes [50, 100, 150]
2. R Number of relay nodes 50
3. c Instantaneous SNR 105 dB
4. rt Outage probability of the data link with a signaling rate 0.5 bits/slot/Hz
5. Npop Number of population 10
6. – Communication range of antennas 1000 m
7. R Relays [1, 10]
8. P Binary function 5 frames/s
9. Q Binary function 2, 3
10. Maxiter Total number of iterations 100

Figure 4. Convergence evaluation of the designed Multi-hop Selection in Vehicular Networks
with different heuristic algorithms in terms of (a) test case 1, (b) test case 2, and test case 3.
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6.3. Analysis of Outage Probability

The proposed multi-hop selection in vehicular networks is validated regard-
ing outage probability for three test cases as shown in Figure 5. The highest
performance is observed by D-CSO by getting the lowest outage probabil-
ity. Thus, for the first case, at the 10th iteration, the lowest rate with super-
ior performance is attained by the D-CSO algorithm. While considering
case 2, the D-CSO specifies the higher performance at the 60th iteration
only. But, after that, consistent performance is observed by the proposed
model than others. Likewise, for case 3, better performance is observed by
D-CSO at initial iterations itself. However, all the other algorithms also
show similar performance. Hence, in the future, it has to be improved for
performance enhancement.

6.4. Analysis of Throughput

The efficiency of the suggested vehicular networks is verified regarding
throughput for three test cases as given in Figure 6. The highest rate by
D-CSO ensures the better efficiency of the developed multi-hop selection

Figure 5. Analysis of outage probability of the designed Multi-hop Selection in Vehicular
Networks with different heuristic algorithms in terms of (a) test case 1, (b) test case 2, and test
case 3.
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method in terms of throughput. Thus, for test case 1, the higher perform-
ance is noticed by the 10th iteration itself, while compared with other algo-
rithms. In case 2, the D-CSO observes the highest performance at 60th
iterations, and then, reliable and noteworthy performance is noticed by

Table 3. Statistical evaluation of the suggested Multi-hop Selection in Vehicular Networks over
different heuristic algorithms for three test cases.
Algorithms Best Worst Mean Median Standard deviation

Test case 1
PSO (Ai and Kachitvichyanukul 2009) 2.50 6.28 0.97 5.63 5.31
JA (Rao 2016) 2.50 2.50 0.00 2.50 2.50
GWO (Mirjalili, Mirjalili, and Lewis 2014) 1.88 4.83 0.34 1.88 1.96
CSO (Bouzidi, Riffi, and Barkatou 2019) 2.50 7.51 0.50 2.50 2.55
D-CSO 2.25 2.50 0.11 2.25 2.32
Test case 2
PSO (Ai and Kachitvichyanukul 2009) 2.50 2.50 0.00 2.50 2.50
JA (Rao 2016) 2.50 2.74 0.04 2.50 2.51
GWO (Mirjalili Mirjalili, and Lewis, 2014) 1.44 2.74 0.39 1.95 1.85
CSO (Bouzidi, Riffi, and Barkatou 2019) 2.25 2.74 0.12 2.50 2.42
D-CSO 1.90 2.74 0.22 1.90 1.97
Test case 3
PSO (Ai and Kachitvichyanukul 2009) 2.50 67.93 1.22 2.50 4.46
JA (Rao 2016) 2.50 96.62 7.52 2.50 12.11
GWO (Mirjalili, Mirjalili, and Lewis 2014) 2.50 77.50 0.55 2.50 3.99
CSO (Bouzidi, Riffi, and Barkatou 2019) 2.50 103.00 3.53 2.50 29.44
D-CSO 2.50 96.62 9.21 2.50 13.11

Figure 6. Analysis of throughput of the designed Multi-hop Selection in Vehicular Networks
with different heuristic algorithms in terms of (a) test case 1, (b) test case 2, and test case 3.

CYBERNETICS AND SYSTEMS 23



evaluating existing algorithms. For test case 3, the highest performance is
attained by the third iteration and then, similar performance is noticed by
all the algorithms. For test case 3, at the 100th iteration, the D-CSO
method correspondingly shows the highest throughput by 28%, 64%, 28%,
and 50% progressed than PSO, JA, GWO, and CSO. Hence, the maximum
performance is observed by D-CSO-based multi-hop selection in vehicular
networks when compared with other algorithms.

6.5. Statistical Analysis

The statistical evaluation of the introduced multi-hop selection in vehicular
networks is shown in Table 3. The mean is the average value of the best
and worst values and the median is referred to as the center point of the
best and worst values whereas the standard deviation is represented as the
degree of deviation between each execution. The performance of the sug-
gested D-CSO is correspondingly secured at 88.6%, 67.6%, and 78% more
advanced than the PSO, GWO, and CSO for test case 1. Similarly, while
taking test case 2, the performance of the suggested D-CSO is correspond-
ingly secured at 81%, 43%, and 83.3% more advanced than the JA, GWO,
and CSO. Likewise, for test case 3, the outperformance is noticed by
D-CSO-based multi-hop selection in vehicular networks.

7. Conclusion

This work has designed and optimization method for the cooperative
VANET networks to choose the minimum number of multi-hops among
the initial pint and the target point using the D-CSO algorithm. This algo-
rithm has optimally selected the number of hops or relays for effective
communication, with the help of the multi-objective function concerning
the system throughput and outage probability. Through the performance
evaluation, D-CSO-based multi-hop selection with a cooperative mechan-
ism was evaluated, where the performance of D-CSO was 36%, 42%, 25.2%,
and 36% more advanced than PSO, JA, GWO, and CSO, respectively, for
case 2 at 100th iteration. Thus, finally, superior performance was observed
by D-CSO for all three test cases when compared with other heuristic algo-
rithms. However, the equivalent performance was observed for both tests
case 2 and test case 3 by D-CSO with other algorithms also.
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Abstract
A revolutionary concept for enhancing the geographical differentiations in vehicular ad hoc networks (VANET) is

cooperation. Similar to multi-antenna systems such as Multiple-Input Multiple-Output (MIMO) systems, cooperative

communication systems may enhance performance and geographical diversity. These systems are also easier to develop

with dispersed hardware and traditionally constrained resources. In order to boost VANET efficiency with regard to certain

network restrictions like energy efficiency (EE), network capacity (NC), and outage probability (OP), more network

solutions are inspired by cooperative communication despite the fact that various successful research on VANET coupled

with cooperative communications is mentioned, they have certain basic issues that they do not clearly address. This article

primary goal is to develop and suggest an optimization technique for choosing the fewest possible multi-hops among

source and destination for a cooperative VANET. The signal is transferred from the source to the cooperating nodes (their

relays) and to their comparable destination during the first time slot of the first phase. In order to solve a multi-objective

function including goal throughput and OP, how to choose the ideal amount of relays or hops to allow for flexible

communication is the main problem being tackled here. The selection of the best source and destination multi-hop is

significantly aided by the use of the novel Dimension-based Cat Swarm Optimization (D-CSO). The suggested model was

shown to have a reasonable convergence rate and a fair performance over the whole network via the performance

assessment.

Keywords Cooperative communication � Multi-hop selection � D-CSO � Throughput � OP

1 Introduction

Due to the capabilities of the physical layer, the develop-

ment of cooperative communication is predominant as a

fresh approach to enhancing security [1, 2]. Between

sources and destinations, relay nodes are often utilized to

provide the primary connection more capability than a

wiretap connection [3]. As a consequence, it is shown that

adding more relays is required to maximize the secrecy

effectiveness [4]. Another well-known method for

enhancing cooperative system performance, whether or not

security restrictions are present, is relay selection [5].

Various relay selection approaches have been utilized

depending on the eavesdropper’s activity or passivity

lately. By using the channel state information (CSI) and

from the main channel taking into consideration the passive

eavesdropper, the relay is chosen using the conventional

technique [6]. In this situation, the best relay is chosen
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while taking into account the known eavesdroppers, as well

as the accessibility of the primary channel and the eaves-

dropping CSI [7].

According to a cooperative phase scenario, wireless

transmission networks have generally focused largely on

protecting numerous physical layers [8]. On the other hand,

the broadcast phase of the operating platform, when the

source, the eavesdropper, and the destination all have a lot

of direct links, needs to be further investigated and given

more attention as the main issue. Cooperative communi-

cation is a tried-and-true network, and it has been sug-

gested that it could be used as a metric to measure how

well wireless networks are performing [9]. Cooperative

transmission and multi-hop communication are two general

categories into which cooperative communication has been

split and used to improve ‘‘Quality of Service (QoS)’’ and/

or coverage for cellular networks. Cellular systems and

multi-hop communications are frequently combined to

create ‘‘Hybrid Ad hoc Network (HANET) or Multi-hop

Cellular Network (MCN)’’ [10]. In order to implement

MCN, the ‘‘Opportunity Driven Multiple Access (ODMA)

protocol’’ [11] based on ‘‘3rd Generation Partnership Pro-

ject (3GPP) for Time-Division Duplexing (TDD) and

Universal Mobile Telecommunications System (UMTS)’’

is introduced. To increase network capacity, this protocol is

indicated for providing traffic hot spots and spot coverage

and to maximize coverage at high data rates [12].

Researchers have recently been motivated by VANETs

to investigate a wide range of astounding telematics

applications, especially for traffic intelligence and

advanced transportation systems range from entertainment

to ones that are safety-focused [13]. Wireless communi-

cation lines that enable vehicle-to-infrastructure (V2I) and

vehicle-to-vehicle (V2V) communication make up con-

nected automobiles, sometimes referred to as a generic

VANET between automobiles and roadside access points

[14, 15]. However, because of vehicle mobility, multi-path

propagation, and time-varying impacts, due to inherent

space–time frequency differentiability, vehicle channels

are limited. The consideration of making full advantage of

diversity is becoming increasingly important in the intro-

duction of new communication designs. Wireless relay

transmission systems’ performance must be enhanced by

cooperative communication, whether seen from a cross-

layer or physical-layer viewpoint because it has been

widely acknowledged as a potent strategy in many cultures

[16]. In order to solve the issue of rapid signal fading,

developing in VANETs, cooperative communication

technologies provide a broad range of protocols and more

complex architectures [17]. Thus, a heuristic relay selec-

tion technique is required to handle throughput and OP in

VANETs.

Here is where the proposed model’s major goal is

presented.

• Enhancing the optimal method to choose fewest

possible multi-hops among ‘‘source and destination’’

is necessary for a cooperative VANET to provide a high

rate of convergence and equitable performance through-

out the network.

• Use a new D-CSO method to solve a multi-objective

throughput and OP function to choose or optimize the

number of relays required for efficient packet transfer

among a source and a destination.

• Intelligent swarm-based multi-hop relay selection strat-

egy implementation to improve convergence analysis,

OP, throughput and statistical analysis in VANETs.

The remainder of the suggested method is offered here.

The literature review is described in Sect. 2. The system

model and cooperative mechanism in the vehicular net-

work are explained in Sect. 3. The model for selecting the

best relay numbers in a vehicle network is described in

Sect. 4. The suggested vehicular network relay selection

approach based on throughput and OP is covered in Sect. 5.

The findings and discussions are described in Sect. 6. This

paper is concluded in Sect. 7.

2 Literature survey

2.1 Related works

For future heterogeneous networks (HetNets), Saghezchi

et al. [18] have proposed ‘‘energy-aware cooperative

relaying’’ to cut down on the energy used by wireless

devices. Game theory principles have been incorporated in

this network because the challenge was presented as an

assignment game. The best relays were initially chosen

using the linear programming paradigm, which involves

choosing the best relays out of all of the candidates. In

order to keep the participants from quitting the combina-

tion and to keep them satisfied, solutions were finally found

for assuring distributing the reward among the participants

in a fair manner. The obtained answer also proposed using

a credit-based mechanism to reward the cooperative par-

ticipants, which has kept the egotistical users out of joint

federations. Intensive testing of this model was conducted.

By utilizing the social correlations from user contribu-

tions and interactions, Ying and Nayak [19] have taken into

consideration an optimal relay selection (ORS) issue for

improving cooperative multi-hop D2D communications.

The aforementioned issue was resolved by this model using

a novel strategy. Users were first chosen using social cor-

relations that had been created, with greater social rela-

tionships being taken into consideration for relays.
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Compared to evaluations using standard methods, the

experimental findings demonstrate this model’s lower

average power usage. In order to achieve it, the best relays

were chosen while taking advantage of the transmission

power and ranges.

With the help of a stochastic learning method and a

relay selection strategy, Tian et al. [20] realized this in

2017. Nash equilibrium has also emerged in this process.

How precisely the cooperative communication network

behaves during outages has also been investigated using a

multi-relay decode-and-forward (DF) system. The lowest

limit outage probability was also recommended to have

minimal computation costs and two precise predictions. To

establish the ideal power distribution in a cooperative

network, they created an optimization model. The recom-

mended method’s analyses, along with the outage beha-

viours that lead to a Nash equilibrium state and their

approximations, have been proven theoretically and quan-

titatively. The results demonstrated that the cooperative

network performed pretty well in terms of fairness

throughout the whole network, transmission reliability, and

EE.

In 2020, Siddig et al. [21] proposed a full-duplex store-

carry-forward method for making use of the relays’

simultaneous transmission and reception of data to provide

more information to target cars in inaccessible places. To

achieve the best power distribution, the proposed model’s

primary objective was to ascertain the link’s function. For

decreasing the computational complexity with increased

ECT, this model has proposed a new relay selection

strategy. Comparing this model to other traditional half-

duplex communication techniques, it was found to retain

high target vehicle’s ECT (effective communication time)

while delivering additional data about the target vehicle.

In 2020, Li et al. [22] looked at a model of cooperative

node systems and suggested a selection procedure on the

basis of an accurate network model and the measurements

of the distances between ‘‘Nakagami-m short-term static

fading channel and relays,’’ which was very suitable for

unmanned aerial vehicles (UAVs). The probability of a

system failure was estimated using the Meijer-G function,

and a closed binary expression was developed while taking

into consideration throughput, EE, and average transmis-

sion delay restrictions. In order to achieve a comprehensive

system performance and balance the performances, a new

trade-off factor known as EDT was created. This element

has become more important in determining the appropriate

number of relays. The findings validated the virtues of the

provided strategy when taking into consideration the fixed

relay number in addition to analysing the system perfor-

mance and the impacts of network characteristics.

In 2021, Poursajadi and Hossein [23] analysed the

vehicular communication model using adaptive ideal relay

selection (AORS) to choose the best relay while taking

security precautions throughout both the cooperation and

broadcast phases. The offering of the security was also

considered using an incremental scheme. The outcomes

assessed performance in terms of secrecy and outperformed

previous schemes in terms of efficiency. Furthermore, an

asymptotic analysis was performed, and it revealed that the

suggested framework now possesses full secrecy diversity

order. Finally, the results showed that the analysis was

valid and that it had evaluated the system performance.

Within multi-hop relaying cellular networks, Chen et al.

[25] introduced a distributed join depend node selection

method for power allocation in 2011. In order to do this,

they considered the wireless interface condition and the

residual energy of the relay nodes. Transitions while con-

sidering the time-varying channel and the residual energy

state were described using a first-order finite-state Markov

chain the indexability is a quality of the ideal policy, when

paired using the formalism for stochastic optimization, has

greatly decreased the computing complexity. The findings

demonstrate that the created model greatly raised the pro-

jected system reward as compared to evaluations con-

ducted using more conventional techniques.

2.2 Problem statement

Batteries last longer and use less energy according to game

theory [18]. Gains in energy conservation are increased.

The PSRS ‘‘(Power-efficient and Social-aware Relay

Selection)’’ [19] technique lowers power use. Less mes-

sages are sent successfully. The overall network fairness is

enhanced in relation to ‘‘transmission dependability, and

high energy efficiency’’ via a [20]. It is hard to calculate the

likelihood of an outage, though. EM-SCF [21] decreases

the developed model’s computational difficult. The buffer

time is very long. The system performance is improved by

DTMC [22], which also achieves shorter average trans-

mission delays and increased energy efficiency. Smart

Internet of Things (IoT)-based apps cannot use this

approach. Direct transmission and generalized optimal

relay selection, which provided complete secrecy diversity

order, are successfully solved by AORS [23]. Real-time

applications are uncomfortable using this technique.

Lagrangian dual-primal decomposition [24] assures energy

efficiency and has a lower implementation complexity.

However, because of the unfavourable channel circum-

stances, the model’s performance varies somewhat. The

computational complexity is reduced using stochastic

optimization [25]. The performance is impacted by the

relaying networks’ low battery life. These problems moti-

vate academics to focus their efforts on developing an

original relay selection method for vehicle networks.

Neural Computing and Applications

123



3 Vehicular network system model
and cooperative mechanisms

3.1 System model

A cooperative DF relay V2V communications system is

examined using time division multiplexing (TDM) while

taking the in the system, an active eavesdropper into

account. The intermediate in Fig. 1 depicts the vehicles

travelling the vehicle nodes at the sources and destinations.

The received messages in this network are decoded at

the source node before being transmitted to the destination.

A single antenna is used in this network to connect with

whole nodes such as the eavesdropper Ev, source Sr, des-

tination Ds, and R- relays M1;M2; � � � ;MRð Þ; where

r ¼ 1; 2; 3; . . .;R. Furthermore, because of the real-time

limits, the entire node is run in half-duplex mode so that it

cannot broadcast and receive at the same time. In this case,

a few straight paths among the source and the destination

as well as eavesdropper nodes are considered in an oper-

ational setting. On the main channel’s CSI and the eaves-

dropping channel is also supposed to be the foundation for

correct channel estimate. Two possibilities are presump-

tive. When using an error-free feedback line, CSI is pro-

vided for free in the transmission region in the first

scenario, but only on receiving nodes in the second [26].

Additionally, the Rayleigh distribution with zero mean and

quasi-static flat fading of variance r2BcTn is seen for the

channel among each receiver node Bc 2 Sr;Ev;Dsð Þ and

transmitter node Tn 2 Sr;Mrð Þ for r ¼ 1; 2; . . .;R and

hBcTn.

The codebook that conducts the source message’s A

encoding and has the highest capacity into codeword A 2
Ab is used in the wiretap channel, and an input alphabet of

length b is indicated as Ab. Here, a specific symbol is

indicated by a having a certain level of strength and being

transmitted within a particular window of time. The source

received the time slot that was initially available in the

TDM protocol, PSr; it refers to a signal with transmission

strength and is used to broadcast their confidential infor-

mation. The permitted nodes in this phase take in the fol-

lowing signals.

zDs ¼
ffiffiffiffiffiffiffi

PSr

p
hSrDsaþ bDs ð1Þ

zM;r ¼
ffiffiffiffiffiffiffi

PSr

p
hSrM;raþ bM ð2Þ

where ‘‘Additive White Gaussian noise (AWGN)’’ is

indicated as bDs and bM , respectively, has the same strength

as a primary destination. During the broadcast phase, the

node receives the resultant signal and wiretaps the source

node.

zEv ¼
ffiffiffiffiffiffiffi

PSr

p
hSrEvaþ bEv ð3Þ

AWGN noise at Ev is referred to as bEv comprising with

density power g0 in Eq. (3). The broadcasting stage and the

collaboration phase are carried out independently in this

network, expressing the varied secret capabilities of the

two phases. For showing the secret capacity, the ‘‘Single

Input-Multiple Output (SIMO) channel’’ is taken into

consideration first. Then, using the ‘‘Selection Combining’’

(SC) technique [27] as shown in Eq. (4), the best Gaussian

codebook is used from the source site to the rth relay and

destination node to assume the capacity of the SIMO

channel.

frSC ¼ log2 1þ j1 hSC;r
�

�

�

�

2
� �

ð4Þ

hSC;r ¼ max hSrDsj j2; hSC;r
�

�

�

�

2
n o

ð5Þ

where j1 ¼ PSr

g0
. Additionally, Eq. (6) is used to determine

the wiretap channel’s capacity.

fSE ¼ log2 1þ j1 hSEj j2
� �

ð6Þ

Since then, confirmed that the ‘‘confidential capacity’’ is

defined as the difference among the ‘‘main and wiretap

Fig. 1 Vehicle network

cooperative mechanism with

several vehicular nodes
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connections’’ capabilities [28]. The capacity of ‘‘secure

communications’’ for the rth relay in broadcast phase is

therefore specified by the following derivation.

fBP;rSS ¼ frSC � fSE
� �þ

¼ log2
1þ j1 hSC;r

�

�

�

�

2

1þ j1 hSEj j2

" #þ ð7Þ

The representation is provided in Eq. (7) as follows

a½ �þ¼ max 0; að Þ.

3.2 Mechanism for cooperation

Assume the transmission power signal that is sent by the

relay node to examine ‘‘obtaining the matching signals as a

consequence of the cooperation phase’s security’’ at Ev and

Ds, respectively.

zMDs;r ¼
ffiffiffiffiffi

Pr

p
hMDs;raþ b0Ds ð8Þ

zMEv;r ¼
ffiffiffiffiffi

Pr

p
hMEv;raþ b0Ev ð9Þ

In the aforementioned equations, the AWGN at Ev and

Ds with the same power of g0 are represented as b0Ds and

b0Ev, respectively, it leads to the cooperation phase’s con-

fidential capacity formulated in Eq. (10), where j2 ¼ Pr

g0
.

fCP;rSS ¼ log2
1þ j1 hSrDs;r

�

�

�

�

2þj2 hMr ;Ds

�

�

�

�

2

1þ j1 hSEj j2þj2 hMr ;Ev

�

�

�

�

2

 !" #þ

ð10Þ

While the cooperative phase is silenced, the ‘‘The source

message cannot be recovered by the relay node,’’ where

j2 ¼ 0. Finally, as articulated above, in both the broadcast

and collaboration phases, the least-confidential capabilities

are used to indicate the entire instantaneous secure trans-

mission between the source and the destination.

frSS ¼
1

2
min

log2
1þ crSC
1þ crSE

� 	
 �þ

; log2
1þ cSrDs þ crMDs

1þ cSE þ crMEv

� 	
 �þ

8

>

>

>

<

>

>

>

:

9

>

>

>

=

>

>

>

;

ð11Þ

In Eq. (11, crMEv ¼ j2 hMEv;r

�

�

�

�

2
, crMDs ¼ j2 hMDs;r

�

�

�

�

2
,

cSE ¼ j1 hSEj j2, and crSC ¼ j1 hSC;r
�

�

�

�

2
. The coefficient 1

2
in

Eq. (11) is utilized to send every secret message since two

time slots are needed. Furthermore, in both the broadcast

and cooperation stages, the finest relay is selected by using

a ‘‘Generalized form of ORS (GORS)’’ scheme; it is

derived in Eq. (12).

fGORSSS ¼ 1

2
max

r2 1;::;Rf g
min fBP;rSS ; fCP;rSS

n on o

ð12Þ

However, due to miscellaneous inducers and defaulters,

the security can be reduced because the overall security can

be devastated with dripping at every phase or secret

information leakage in multiple phases. Two different

constraints are framed to address the security issues in

GORS, when the source and destination links are weaker or

stronger compared to Sr �Mr; r ¼ 1; . . .R links.

fGORSSS;1 ¼ 1

2
max

r2 1;::;Rf g
min fSrM;r

SS ; fCP;rSS

n on o

ð13Þ

In Eq. (13), fSrM;r
SS ¼ log2

1þcrSrM
1þcSE

� �h iþ
and

crSrM ¼ j1 hSrM;r

�

�

�

�

2
. The ‘‘confidential capacity of the

GORS’’ in the first instance, strategy is equivalent to

having plenty of R confidentiality[29]. Equation (14) is

used to derive the second case, where fSrDsSS indicates the

‘‘immediate secrecy capability by direct transmission to the

intended location.’’

fGORSSS;2 ¼ 1

2
max

r2 1;::;Rf g
min fSrDsSS ; fCP;rSS

n on o

ð14Þ

In Eq. (14), fSrDsSS ¼ log2
1þcSrDs
1þcSE

� �h iþ
It is comparable to

the highest of R� secrecy capacities.

These two circumstances are met by the GORS tech-

nique, which enhances the wiretap connection over the

main channel by allowing for a relay through factor of 1/2

to degrade transmission efficiency. By obtaining access to

CSI in each phase’s transmitter and receiver nodes, the

direct connection is evaluated and the finest relay is opted.

The source node’s secret message may be broadcast at a

certain rate <SS while still being able to obtain the total CSI

at reception nodes [30]. Aside from that, choices are made

where they will be implemented in Eq. (15).

e : fSrDsSS \<SS ð15Þ

In order to meet Eq. (15), which states that a chosen

optimal relay must maximize the capacity for secrecy or

else the source node must broadcast a new secret message,

the aforementioned equation for adaptive relaying is

developed. AORS is the term given to this tactic. For the

complexity described in Eq. (16) to be resolved and the

spectral efficiency to be increased, incremental relaying is

used.

fSrDsSS \ log2

1þ j1 max
r2 1;::;Rf g

hSrM;r

�

�

�

�

2
n o

1þ j1 hSrEvj j2

0

B

@

1

C

A

2

6

4

3

7

5

þ

ð16Þ

In Eq. (17) it is further simplified [31].

w : cSrDs\ max
r2 1;::;Rf g

crSrM ð17Þ

AORS is built by the application of incremental relay

selection to maximize secrecy capacity while fulfilling the

w.
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4 Model for selecting the best relay
numbers in a vehicle network

4.1 Strategy for relay selection

In order to become better communication performance,

D-CSO is utilized to identify the appropriate relay in pro-

posed VANETs in which a discusses about overall relay

selection strategy is projected. Control module and trans-

mission module are considered in this approach. Source

determines whether or not the buffer is empty during

control module consideration. If it is empty, it remains idle;

otherwise, the source node broadcasts control frames for

transmission known as handshake messages. The destina-

tion node responds with inertial measurement unit (IMU),

GPS assistance, and differential GPS. Upon receiving the

signals, transmitting data to the source node, the number of

cooperative relays depends on the distance among the

source and destination nodes.

In transmission module, source transmits the informa-

tion frames via omnidirectional broadcast, while the des-

tination precisely decodes the data frames. During the next

Automatic Repeat Request (ARQ) round, source sends a

new data frame. In alternative situation, after the destina-

tion assesses the ARQ round q; the destination calls for

retransmission or feedbacks negative acknowledgment, if

the assessed value falls below the higher value. In

retransmission stage DF relaying with p relays among r*

set is used to decode the source information. When the

ARQ p = 0, the Sr retransmits the information frame.

Similarly, p relays will not retransmit until destination is

reached or until they receive a acknowledgment from the

D.

4.2 D-CSO-based relay selection proposed

Due to its many advantages for increasing the effectiveness

of the vehicular network, the relays are selected using the

D-CSO method.

Counts of Dimension to Change (CDC) in the present

CSO [32] method relates to how many dimensions will be

modified within the range [0, 1]. Based on the ratio of the

most current to the least effective fitness solutions, the

suggested D-CSO algorithm applies CDC. The CSO was

selected in this situation because to its high potential to

arrive at suitable solutions via improved alignment

between the testing and exploitation stages. However,

premature assembly is an issue, which is why a novel idea

was used in this case. In order to present the Dimension-

based Cat Swarm Optimization technique, CDC was cal-

culated using the best and worst solutions.

One of the most effective and reliable optimization

strategies for superior performance is CSO, with the cat

behaviour seeking and tracing modes selecting whether or

not to change the solution. The majority of the time cats

spend napping, making them sluggish creatures. The cats

can still sense their environment, while they are resting. As

a consequence, the cats will hunt. Cat distinguishes

between two techniques: tracing and seeking modes; each

outcome reveals each cat together with its flag, fitness

score, and personal location. The DS� positions in the

search region are dimensional, the flags indicate the

searching or tracing modes of the cats, the fitness values

denote sets, and the speeds of each dimension vary. We

must first figure out how many cats there are in each iter-

ation, with the best cat remembered. At the conclusion of

the iteration, the ultimate result is obtained: cats. To

determine the best course of action, the D-CSO is taking

into account the following measures. In the beginning, the

solution set’s bottom and upper bounds are determined. X-

Cats are randomly selected and distributed over the search

area.

Once the selected combination’s ratio to the bounding

limit of [0, 1] is known, the cats are then divided into

several categories. The fitness value for each cat is then

determined using the domain-specific fitness functions. The

finest cats are then chosen and remembered after that. Cats

are then encouraged to pursue tracing or model hunting. A

random mixing ratio was used to reorganize the cats into

searching or tracing models after forwarding them into one

of the two modes. ‘‘Termination condition is verified,’’ it

says. The programme is terminated and the steps are

replayed after it has been satisfied.

‘‘Seeking mode’’: Using criteria like these, it simulates the

way cats naturally relax. ‘‘Self-Position Considering (SPC),

CDC, Seeking Range of the selected Dimension (SRD),

and Seeking Memory Pool (SMP).’’ The user determines &

optimizes all these settings using ‘‘trial-and error’’.

A Boolean value called SPC is the total of all mutations

and changes for a certain dimension, according to the CDC,

indicating whether or not that dimension has experienced

the most current cat mutation ratio. The cat’s requesting

memory size is then shown by SMP. This size indicates

‘‘there are several possible places, and the cat choose one

of them to occupy.’’ Here are several actions in the CSO

seeking mode.

Create a number of clones of SMP with the most current

position CTj first. Based on Eq. (18) certain CDC dimen-

sions are modified.

CDC ¼ fit kð Þ
worstfit kð Þ ð18Þ
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Additionally, add the SRD value at random, else deduct

it from ‘‘to replace the previous places, use the current

value’’ is derived in Eq. (19).

Ykdsnew ¼ Ykdsold � 1þ rn � SRDð Þ ð19Þ

where m represents arbitrary value ranging between [0, 1],

k represents the number of cats, Ykdsold and Ykdsnew indicate

current location and next location of cats and ds indicate

dimension.

Then, all applicant roles’ fitness values are established.

Select the best option for where the cat should go next. In

other words, when selection is based on probability as

determined by Eq. (20), it is done with greater fitness

values.

q ¼ fiti � fitcj j
fitmax � fitmin

ð20Þ

When all fitness values are equal, every candidate point

is given a full selection chance of one (1). The solution is

considered as fitc ¼ fitmax or otherwise fitc ¼ fitmin, where

0\i\k the minimizing of the objective is taken as the

goal.

‘‘Tracking Mode’’: Cats’ tracking habits are used. Every

dimension of the cat placements’ starting velocity values

are chosen at random. The velocity numbers for subsequent

stages, however, should be updated. The following pro-

vides moving cats in tracing mode. Updates to the veloc-

ities across all dimensions are made using Eq. (21).

#j;ds ¼ #j;ds þ rs1cn1 Ybest;ds � Yj;ds
� 

ð21Þ

The maximum speed is equal to the velocity value when

it reaches that value. Then, it uses Eq. (22) to update the

position of CTj.

Yj;ds ¼ Yj;ds þ #j;ds ð22Þ

As a result, updating the solution is done using the

searching and tracing modes, and the D-CSO algorithm

updates the CDC depending on fitness values. With this

adjustment, the ideal values and quicker convergence rate

for the vehicular network’s optimal relay selection are

obtained. Algorithm 1 contains the intended D-CSO algo-

rithm’s pseudocode.
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In Fig. 2, the D-CSO flowchart is shown.

5 Proposed vehicle network relay selection
approach based on throughput
and outage likelihood

5.1 Proposed relay optimization

The D-CSO method is used to solve multi-objective

problems, such as minimizing outage probability and

maximizing throughput, to optimize relays in the proposed

vehicular network. Figure 3 shows the relay selection

solution encoding both before and after optimization.

Proposed algorithm used to perform multi-hop selection,

which eliminates unnecessary relay nodes from networks.

This algorithm is used to select minimum number of relays

and multi-hops to resolve multi-objective functions in the

VANETS. The presented approach’s primary application is

derived from Eq. (23).

fit ¼ argmin
Mrf g

OPout þ
1

Th

� 	

ð23Þ

Fig. 2 Flowchart for the D-CSO

algorithm that was created

Fig. 3 Using the D-CSO technique, the best relays are chosen before

and after encoding
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The optimal relays under the cooperative aide are also

termed as mean relays (Mr e [1, R]) selected with the

proposed algorithm to enhance the VANET efficiency by

minimizing intricacy.

5.2 Calculation of outage probability

Assume the data link has a ‘‘outage probability’’ of and a

signalling rate of rt, and the transmitted signal has a SNR

of c, as shown in Eq. (24).

OPout ¼ OP J a; bjfhð Þ\rtf g

¼ OP log2 1þ c fhj j2
� �

\rt
n o ð24Þ

where fh represents fading coefficient and b as received

signal. The OP of links between S, R and D in the qth ARQ

is expressed as SrMout;q, SrMDsout;q and SrDsout;q,

correspondingly.

EX fhij;q
�

�

�

�

2
h i

represents the expectation function of

fading coefficients between i and j nodes and d�b
ij , where b

represents the pathloss. The outage is computed consider-

ing Nakagami-m short-term static fading channel.

Equation (25) shows that an outage or failed transfer of

connections from source to relay occurred for an qth ARQ

cycle.

OP SrMout;q

� 

¼
Y

q

us¼1

OP log2 1þ c fhSrM;us

�

�

�

�

2
� �

\rt
n o

¼
Y

q

us¼1

OP xSrM;us\e
� �

¼
Y

q

us¼1

DFxSrM;us
eð Þ

ð25Þ

Here, Eq. (26) shows the transmission of the source–

destination connection with relay p-assistance, which has

failed for qth ARQ rounds.

OP SrMDsout;q
� 

¼
Y

Tp
M

us¼1

OP log2 1þ c fhSrDs;us
�

�

�

�

2
� �

\rt
n o

�

Y

q

vs¼Tp
Mþ1

OP log2 1þ
X

p

t¼1

c fhMtDs;vs

�

�

�

�

2

 !

\rt

( )

¼
Y

Tp
M

us¼1

OP xSrDs;us\e
� �

�
Y

q

vs¼Tp
Mþ1

OP
X

p

t¼1

xMtDs;vs\e

( )

ð26Þ

The dissemination of connections from source to desti-

nation has failed or an outage has occurred qth ARQ round,

as shown by Eq. (27).

OP SrDsout;q
� 

¼
Y

q

us¼1

OP log2 1þ c fhSrDs;us
�

�

�

�

2
� �

\rt
n o

¼
Y

q

us¼1

OP xSrDs;us\e
� �

¼
Y

q

us¼1

DFxSrDs;us
eð Þ

ð27Þ

DFA að Þ represents the CDF of the term A, where

e¼_ 2rt�1
c .

The power density gain matrix can be simple repre-

sented as:

WSrM ¼ xSr;1;xSr;2; . . .;xSr;Q

� �

1�Q
;

WSrDs ¼ xSrDs;1;xSrDs;2; . . .;xSrDs;Q

� �

1�Q

and

xMDs ¼

xM1Ds;1 xM1Ds;2 � � � xM1Ds;Q

xM2Ds;1 xM2Ds;2 � � � xM2Ds;Q

..

.
� � � � � � ..

.

xMRDs;1 xMRDs;2 � � � xMRDs;Q

2

6

6

6

4

3

7

7

7

5

R�Q

Tp
M defines the p relays in VANETS that can decode the

information frame in the first ARQ round. And the prob-

ability of those p relays can be computed as:

OP Tp
M ¼ tð Þ ¼

R

p

� 	

OP SrMout;t�1

� 

� OP SrMout;t

� � �k�

OP R�kð Þ SrMout;t

� 

ð28Þ

This expression represents the p relays out off R which

cannot decode the information frame until tth ARD round.

xij;q represents the Gamma random variable. oij;
Xij

oij

� �

is

denoted as. The overall p is evaluated with CDF which is

not equal to the OP computed from the Gamma arbitrary

terms (ot,Xt; where t = 1, 2, …, p) with

OP
Pp

t¼1 xMtDs;vs\h
� �

. The PDF and CDF of X

(X ¼
Pp

t¼1 nt) are given as:

dfX xð Þ ¼
Y

p

t¼1

ot
Xt

� 	ot

GFd;0
d;d exp �xð Þj�k

1ð Þ
d

�k 2ð Þ
d


 �

ð29Þ

DFX xð Þ ¼
Y

p

t¼1

ot
Xt

� 	ot

GFdþ1;0
dþ1;dþ1 exp �xð Þj�k

1ð Þ
d ;1

�k 2ð Þ
d ;0


 �

ð30Þ

where Eq. (31) derives the Meijer-G function [33] and an

integer is given as d ¼
Pp

t¼1 ot.
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GFks;ls
po;qo lj�k

1ð Þ
d

�k 2ð Þ
d


 �

¼ GFks;ls
po;qo ljx1;x2;...;xpoys1;ys2;...;ysqo

h i

¼ 1

2pi

Z

Ch

Qo
j¼1 C ysj � su

� 

�
QR

j¼1 C 1� xj þ su
� 

Qqo
j¼oþ1 C 1� ysj þ su

� 

�
Qpo

j¼Rþ1 C xj � su
� lsudsu

ð31Þ

d ¼
Pp

t¼1 ot represents an integer value. To consider the

relative size an integral path is denoted by Ch, where is the

relative size of the limitations, an integration is considered

for Ch. The Gamma function is deduced from the afore-

mentioned equations as C �ð Þ, where �k 1ð Þ
d and �k 2ð Þ

d are given

as:

�k 1ð Þ
d ¼ 1þ o1

X1

� 	

; . . .; 1þ o1
X1

� 	

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{

o1

; . . .; 1þ op
Xp

� 	

; . . .; 1þ op
Xp

� 	

zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{

op
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{

d

ð32Þ

�k 2ð Þ
d ¼ o1

X1

� 	

; . . .;
o1
X1

� 	

zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{

o1

; . . .;
op
Xp

� 	

; . . .;
op
Xp

� 	

zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{

op
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d

ð33Þ

Furthermore, Xt 6¼ Xq t; q ¼ 1; 2; 3; . . .; p; t 6¼ qð Þ in

Eq. (33) depicts the average power.

It is possible to get the PDF of the p-th random variable

sum in the Rayleigh fading channel.

df RayleighX xð Þ ¼ 1
Qp

t¼1 Xt
GFp;0

p;p exp �xð Þj
1þ 1

X1

; . . .; 1þ 1

X1
1

X1

; . . .;
1

X1

2

6

4

3

7

5

ð34Þ

The Meijer-G identity provided in Eq. (34) may be used

to modify Eq. (35).

df RayleighX xð Þ ¼
X

p

t¼1

Y

su 6¼t

1
Xsu

1
Xsu

� 1
Xt

 !

1

Xt
exp � x

Xt

� 	

ð35Þ

So, all data connections have reached the OP.

5.3 Throughput computation

This statistic measures the typical number of frames that

transmit successfully per unit of time, whereas the steady

state probability is defined as the initial point with mean

Discrete-Time Markov Chain (DTMC). The throughput is

dependable on Q and R binary functions., where it can be

articulated as
p � PO ¼ p
P

p ¼ 1

�

and OP represents transition

probability of one step and expressed as

Qþ 1ð Þ þ R
PQ�1

i¼1 i
h i

� Qþ 1ð Þ þ R
PQ�1

i¼1 i
h i

. Through-

put (Th) can be evaluated as

Th ¼ pSr Q;Rð Þ ¼ 1� FErr Q;Rð Þ
fh Q;Rð Þ ð36Þ

fh Q;Rð Þ denotes a binary function of Q;Rð Þ and

FErr Q;Rð Þ represents frame fault rate and can be com-

puted as:

FErr Q;Rð Þ

¼
OPSrM1;0;0

� OPM1;0;0DF þ
P

R

p¼1

OPSrM1;p;0
� OPM1;p;0DF;

Q ¼ 2

Eq. ð39Þ; Q� 3

8

>

>

>

<

>

>

>

:

ð37Þ

fh Q;Rð Þ ¼ 1þ OPSrM1;0;0
þ
P

R

p¼1

OPSrM1;p;0
; Q ¼ 2

Eq:ð40Þ; Q� 3

8

<

:

ð38Þ
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�
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As a result, throughput may be calculated using Eq. (36)

by adding Eqs. (37) to (40).
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6 Results and discussion

6.1 Experimental arrangement

The suggested multi-hop selection procedure in VANETs

is analysed using MATALB software tool, and it is com-

pared with prevailing empirical algorithms such as Particle

Swarm Optimization (PSO) [34], Jaya Algorithm (JA) [35],

Grey Wolf Optimizer (GWO) [36, 37], and CSO [32]. The

performance metrics like convergence, throughput, and OP

was computed for three cases with different number of

nodes (Table 1).

6.2 Analysis of convergence

Figure 4 illustrates the anticipated multi-hop selection in

vehicle networks convergence analysis for the three test

Table 1 Experimental parameters values employed in the vehicular

network simulation

Parameters Values

Numerous nodes [50, 100, 150]

Numerous relay nodes 50

c 105 dB

rt 0.50 bits/slot/Hz

Numerous population 10

Communication range of antennas 1000 m

R [1, 10]

Frames, P 05 frames/s

Binary function Q 02, 03

Number of iterations overall 100

Fig. 4 Convergence evaluation of proposed algorithm with various empirical algorithms for a first case (n = 50), b second case (n = 100), and c

third case (n = 150)
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scenarios by adjusting the node count. D-CSO, similar to

other algorithms, observes the greatest fitness rate during

first iterations while taking scenario 1 into consideration.

The most affordable operation with the best performance is

discovered by D-CSO in the tenth iteration when compared

to other methods. Similar to instance 1, case 2 shows that

the maximum fitness rate occurs during the first iterations,

but D-CSO is the only one to perform well enough in the

60th iteration to get the lowest fitness. Similar to instance

2, in case 3 the D-CSO achieves the maximum conver-

gence rate at beginning rates. According to the analysis, the

D-CSO outperforms PSO, JA, GWO, and CSO by 28%,

25%, 18%, and 28%, respectively, at the 100th iteration for

Case 1. D-CSO thus detects the superior convergence

behaviour across all test cases.

6.3 Analysis of outage probability

Three test scenarios, shown in Fig. 5, are used to examine

the recommended multi-hop option with regard to OP.

D-CSO records the lowest OP and the maximum perfor-

mance. So, for the first scenario, the D-CSO algorithm

achieves the lowest rate with the best performance at the

tenth iteration. When taking into account Case 2, the

D-CSO merely defines the greater performance at the 60th

iteration. But after that, the suggested model performs

consistently better than the others. Similar to example 2,

case 3 shows improved performance right from the start,

according to D-CSO. However, the performance of all the

other methods is comparable. Therefore, it has to be

enhanced in the future for performance improvement.

Fig. 5 OP analysis of proposed algorithm with various empirical algorithms for a first case (n = 50), b second case (n = 100), and c third case

(n = 150)
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6.4 Throughput analysis

In terms of throughput, the effectiveness of the recom-

mended vehicular network is confirmed for the three test

scenarios shown in Fig. 6. The multi-hop selection model

is meant to perform better in terms of throughput at the

greatest rate possible by D-CSO. In light of this, test case 1

shows improved performance even after 10 iterations when

compared to other methods. In scenario 2, the D-CSO

notices the maximum performance at the 60th iteration,

and then, by assessing using current techniques, depend-

able and notable performance is discovered. For test case 3,

the third iteration achieves the best performance, and all

other iterations follow with performance that is compara-

ble. At the 100th iteration of test case 3, D-CSO outper-

forms PSO, JA, GWO, and CSO by 28%, 64%, 28%, and

50%, respectively, in terms of throughput. In light of this,

D-CSO-based multi-hop selection in the context of vehic-

ular networks is shown to have the highest performance

when compared to other algorithms.

6.5 Statistical analysis

The statistical assessment values of the proposed design in

VANETs over other algorithms are depicted in Table 2.

The values for the three cases are presented the degree of

variation with standard deviation from finest to medium.

From the statistical data of evaluation, it can be explored

that the proposed D-CSO algorithm had outperformed in

all the three cases with better performance.

Fig. 6 Throughput analysis of proposed design with various empirical algorithms a first case (n = 50), b second case (n = 100), and c third case

(n = 150)
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7 Conclusion

In order to choose the fewest possible D-CSO technique for

several hops among the source and destination, a cooper-

ative VANET network optimization model has been

developed in this research. Using a multi-objective func-

tion that takes system throughput and OP into account, this

method has picked the no. of hops or relays for successful

communication at the ideal value. Using a performance

assessment, the effectiveness of a cooperative mechanism-

based D-CSO multi-hop selection was evaluated. For case

2 at the 100th iteration, the performance of the D-CSO was

36%, 42%, 25.2%, and 36% better than that of the PSO,

JA, GWO, and CSO, respectively. Finally, while compar-

ing D-CSO to other heuristic algorithms, it was shown to

have greater performance for all three test situations.

However, D-CSO also noticed the same performance for

test cases 2 and 3 using alternative techniques.
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Abstract— In this paper, On behalf of technology 

scaling, on-chip memories in a die undergoes bit 

errors because of single events or multiple cell 

upsets by the ecological factors such as cosmic 

radiation, alpha, neutron particles or due to 

maximum temperature in space, leads to data 

corruption. Error detection and correction 

techniques (ECC) recognize and rectify the 

corrupted data over communication channel. In this 

paper, an advanced error correction 2-dimensional 

code based on divide-symbol is proposed to 

weaken radiation-induced MCUs in memory for 

space applications. For encoding data bits, diagonal 

bits, parity bits and check bits were analyzed by 

XOR operation. To recover the data, again XOR 

operation was performed between the encoded bits 

and the recalculated encoded bits. After analyzing, 

verification, selection and correction process takes 

place. The proposed scheme is simulated and 

synthesized using Xilinx implemented in Verilog 

HDL. 

Index Terms— Space Applications, Diagonal 

Hamming, Multibit error correction, Random bit 

errors and correction techniques. 

 

I. INTRODUCTION 

BINARY information is stored in a storage space 

called memory. This binary data is stored within 

metal-oxide semiconductor memory cells on a 

silicon integrated circuit memory chip. Memory 

cell is a combination of transistors and capacitors 

where capacitor charging is considered as 1 and 

discharging considered as 0 and this can store only 

one bit. Errors which are temporary or permanent 

are created in the memory cells and need to be 

eliminated. Single bit error correction is most 

commonly used technique which is capable of 

correcting upto one bit. Since technology is 

increasing rapidly, there are more probabilities of 

getting multiple errors [1]. Use of Diagonal 

Hamming method leads to efficient correction of 

errors in the memories. Memory was divided as 

SRAM, DRAM, ROM, PROM, EPROM, 

EEPROM and flash memory [2]. Main advantages 

of semiconductor memory are easy to use, less in 

cost, and have high bits per square micrometers. 

Temporary errors are called transient errors which 

are caused because of fluctuations in potential 

level. Permanent errors are caused because of 

defects during manufacturing process or large 

amount of radiations [3]. 

 

Figure: Data Transmission  

II. RELATED WORK 

1) Punctured Difference Set (PDS) code is a 

process to identify the multiple cell upsets in 

memories  

2)The bits by the same logical word into different 

physical words which has been used in restrain 

multiple cell upsets in interleaving technique .  

3) Built-in current sensors (BICS) are scheduled for 

reinforcement on correction single error detection 

and double error detection for granted fortification 

against multiple cell upsets.  

4) 2-Dimentational matrix codes are prospective to 

conducive correct multiple cell upsets per word 

with a low decoding delay in which one word has 

been divided into multiple rows and columb.  

Drawbacks: 1) PDS codes require more area, 

power, and delay overheads since the encoding and 

decoding circuits are more complex in these 

complicated codes.  

2) Interleaving technique may not be practically 

used in content-addressable memory (CAM), 
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because of the tight coupling of hardware structures 

from both cells and comparison circuit structures  

3) BICS technique can only correct two errors in a 

word.  

4)2D MC is capable of correcting only two errors 

in all cases. In the recent technique names as 

FUEC–triple adjacent error correction (TAEC), is 

able to correct an error in a single bit, or an error in 

two adjacent bits (2- bit burst errors) or a 3-bit 

burst error, or it can detect a 4-bit burst error. This 

is possible by adding one more code bit. In this 

case, for a 16-bit data word, the FUEC– TAEC 

code needs eight code bits. The parity-check matrix 

H for this code is presented. As in the case of the 

FUEC–DAEC, Ci are the code bits and Xi are the 

primary data bits. Similarly, from H it is very easy 

to design the encoder/decoder circuitry. But this 

technique will be considered as less precision 

which could not correct the large number of data’s.  

III. HAMMING CODE 

Hamming code are the linear block code which are 

invented by Richard.W. Hamming. They are an 

improvement over simple parity code method. The 

simple parity code cannot correct errors, and can 

only detect an odd number of errors. They are the 

type of binary codes. The idea of hamming distance 

is the central concept in coding the error Control. 

The hamming distance between the two words (of 

the same size) is the number of differences between 

the corresponding bits. The hamming distance can 

easily be found if we apply the Xor operation on 

the two words and count the number of 1s in the 

result. The hamming distance is a value always 

greater than zero. If we find the hamming distance 

between any two words it will be the result of the 

Xoring of the two bits. Like the hamming distance 

between d (000,011) is 2 because 000 xor 011 is 

011 (two 1s) and the hamming distance between d 

(10101, 11110) is 3 because 10101 xor 11110 is 

01011(three 1s). [3][7], if we calculate the number 

of redundancy bits for a 7 bit of information then it 

comes to be 4 redundancy bit. Redundancy bits are 

those extra bits which are required to detect and 

correct errors. The redundancy bits are added to the 

information bit at the transmitter and removed at 

the receiver. The receiver is able to detect the error 

and correct it because of the redundancy bits. 

Hamming codes are used as forward error 

correcting codes in the Bluetooth standard, and to 

protect data stored in semiconductor memories. 

Hamming codes are generally used in computing, 

telecommunication, and other applications 

including data compression, and turbo codes. They 

are also used for low cost and low power 

applications. 

IV. METHODOLOGY 

The proposed system Design of Diagonal 

Hamming method for memory Proposed design of 

Diagonal Hamming based multi-bit error detection 

and correction technique to the memory is shown 

in Fig. Using this approach of diagonal Hamming 

bits, the errors in the message can be recognized 

and can be rectified which are saved in the 

memory. In encoding technique message bits are 

given as input to the Diagonal Hamming encoder 

and the Hamming bits are calculated. Message and 

Hamming bits are saved in the memory after the 

encoding technique. 

a) Encoding Process  

Here input is Data of 16 bits  ,this 16bits are  

divided into 4 groups : a,b,c,d 

Its Representation 

 

Diagonal Equation   

D[1] = a[1]^b[2]^a[3]^b[4]; 

D[2] = b[1]^a[2]^b[3]^a[4]; 

D[3] = c[1]^d[2]^c[3]^d[4]; 

D[4] = d[1]^c[2]^d[3]^c[4]; 

Parity Equation 

P[1] = a[1]^b[1]^c[1]^d[1]; 

P[2] = a[2]^b[2]^c[2]^d[2]; 

P[3] = a[3]^b[3]^c[3]^d[3]; 

P[4] = a[4]^b[4]^c[4]^d[4]; 
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Check bits Equation 

Ca   = {a[1]^a[3],a[2]^a[4]}; 

Cb   = {b[1]^b[3],b[2]^b[4]}; 

 Cc   = {c[1]^c[3],c[2]^c[4]}; 

 Cd   = {d[1]^d[3],d[2]^d[4]}; 

The output of encoding is 32bits i.e., original data 

with Diagonal bits, parity bits, Check bits arranged 

in matrix order  

 

 

b) Decoding Process 

The encoded data ie., 32bits will be the input From 

that first 16bits will be having some error That’s 

called Redundancy Bits.  

 

And its pacing of bits Rbits are noting but It may 

have any Error D,P,C bit are the input What we got 

from Encoded output. 

 Diagonal Equation   

RD[1] = a[1]^b[2]^a[3]^b[4]; 

RD[2] = b[1]^a[2]^b[3]^a[4]; 

RD[3] = c[1]^d[2]^c[3]^d[4]; 

RD[4] = d[1]^c[2]^d[3]^c[4]; 

Parity Equation 

RP[1] = a[1]^b[1]^c[1]^d[1]; 

RP[2] = a[2]^b[2]^c[2]^d[2]; 

RP[3] = a[3]^b[3]^c[3]^d[3]; 

RP[4] = a[4]^b[4]^c[4]^d[4]; 

 Check bits Equation 

RCa   = {a[1]^a[3],a[2]^a[4]}; 

RCb   = {b[1]^b[3],b[2]^b[4]}; 

RCc   = {c[1]^c[3],c[2]^c[4]}; 

RCd   = {d[1]^d[3],d[2]^d[4]}; 

Calculate Syndrome bits  

Sd = D xor RD 

Sp = P xor RP 

Sc = C xor RC 

Select the Region From EquationSd ,Spas given 

above  

 

Science, Technology and Development

Volume XI Issue VII JULY 2022

ISSN : 0950-0707

Page No : 180



Correction Procedure: Correction will be done 

According with Region  

 

Figure: Regions of bits 

Once Region is Selected 

To get the final Output  

The Purticular Region is Xored with SC matrix . 

V. RESULTS 

 
Figure: Block diagram for diagonal Hamming 

Encoder 

 

The input given for this circuit is mo,m1,m2,m3  

and output we get parity bit separate order and 

final_out . 

R1,R2,R3,R4,R5,R6,R7,R8 is the parity bits  

Final _out  = Parity bits + msg_input  

                   = 8 x 3 ( 8 parities each having 3 bits) + 

32 bit  

                   = 56 bits  

Error Corrector At Reciever side also called 

Decoder 

 
Figure: Block Diagram For Decoder 

 
Figure: output Waveform for Error corrector 

The  output we got from encoding block is  

final_out 00b73789678f2a . Now , this is sent at the 

receiver side .But at the receiver side suppose the 

data getting with some Error Consider that as  in = 

01b63709778e2b  input for Error corrector block or 

Decoding  Block and Here at Output Error will be 

getting corrected and Getting Exact data whatever 

sent at Transmitter side . 

out = 00b73789678f2a. 

 
Figure: Encoding And Decoding Block 
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In this the 32bit input is grouped into 8bit msg_data  

ie.., m0,m1,m2,m3; 

Output is R_m0,R_m1,R_m2,R_m3  

(Recived_msg) 

Output is also indicating Any_error Occured in 

Matching encoding and Decoding Data . 

DIAGONAL HAMMING CODE 32 BIT with 

Cryptography . 

 
With the help of advance encryption standard ,here 

error correction codes are designed . 

In this Encoded Ouput will be the Input for AES 

Encryption By using Secured Key . 

The Encrypted Output will forwarded to 

DecryptBlock with same Secured Key and the 

Decrypt  Output will be given for Decoding Which 

is Decoding the input without any Error and The 

Required Data is Retrived At Reciever Side . 

 

Figure: ECC with Cryptography output waveforms 
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Abstract 
 

The main goal of this paper is to investigate a generalized frequency division multiplexing (GFDM) system in Rician and 
Weibull fading settings utilizing the maximal ratio transmission (MRT) scheme.Now a day, most communication devices 
require low latency and low consumption of energy.  In the literature, various multicarrier techniques are addressed and 
GFDM is one such technique that is new formulation research for future generations of mobile services. One of the major 
advantages of the GFDM technique is low out-of-band radiation. This paper initially explores the symbol error rate 
(SER) expression analysis in Rician and Weibull fading using the proposed GFDM-MRT system. Later on, performance 
is evaluated with MATLAB simulations for various simulation parameters such as the number of transmitting antennas, 
different roll-off factors, and various fading parameters. The performance is improved by 8dB to achieve the symbol 
error rate of 0.01 when we use the number of transmitting antennas (𝑁! = 4) compared to a single antenna(𝑁! = 1). 
Finally, it can be concluded that GFDM-MRT techniques are more reliable for high-speed communications. 
 
Keywords: GFDM, Maximal Ratio Transmission, symbol error rate, Rician fading, Weibull Fading, 5G network. 
____________________________________________________________________________________________ 

 
1.Introduction 
 
It is expected that the 5G cellular networks of fifth-
generation will tackle several things at a time to meet user’s 
satisfaction. To meet their expectations, 5G systems require 
very little latency for the tactile internet, a loose 
synchronization for the Internet of Things (IoT), reliability, 
efficient and robust high throughput to communicate via bit 
pipe communication, large coverage area, and a dynamic 
allocation of the spectrum with the low value of out of band 
emission. The main factor that distinguishes between GFDM 
and OFDM is that number of subcarriers are non-orthogonal 
to each other in GFDM [1]. One more major advantage with 
GFDM is that cyclic prefixes (CP) are not added to each 
subcarrier so a lot of bandwidth is saved. In GFDM, only 
one CP is added to the combination of subcarriers, hence, we 
receive the same bits at the receiver that are transmitted from 
the transmitter. For carrier aggregation, OFDM was having a 
high Out of Band (OOB) emission and it is low for GFDM 
[2]. GFDM system is less complex, achieves low OOB and 
it is promising 5G solution is stated in [3-4]. In [5], the 
authors discussed that GFDM is a flexible technology that 
overcomes the drawbacks presented in 4G technology. As a 
result, it suggests that GFDM is backward compatible with 
long-term evolution's accumulated knowledge. 
 The OOB emission of GFDM can be reduced if there is a 
smooth transition between the blocks of GFDM. The guard 
band is used in between the GFDM blocks by erasing the 
first sub-symbol and there will be the orientation of signal 
edges towards zero corresponding to that. This makes the 
transition between the blocks of GFDM smooth. This whole 
process is named guard-symbol GFDM (GS-GFDM) [6]. 
Generally, GFDM is a waveform that is non-orthogonal but 

it can be made orthogonal by using various pulse shaping 
filters. It can also be done by making use of the combination 
of GFDM and orthogonal quadrature amplitude modulation 
(OQAM).  
 GFDM is a less complex approach, it can implement an 
LTE master clock for 5G Physical layers. Along with that 
the time-frequency structure of the nowadays cellular 
systems can also be implemented in [7]. Various circular 
pulse shaping filters are addressed in [8-10] which are used 
in the GFDM system to meet the requirements in the latest 
technologies. The GFDM signal is generated by multiplying 
and concatenating input symbols with an appropriate 
prototype filter [11].  
 ISI can be removed but noise value is enhanced using a 
zero forced (ZF) receiver. Further, the efficiency of the 
GFDM receiver can be increased with a minimum mean 
square estimation (MMSE) receiver [12]. ICI reduction 
approaches are suggested in [13]. A pre-coded GFDM 
system is discussed in [14]. To minimize ICI and the 
complexity of the receiver, the scheme was suggested in 
[14]. In [11], GFDM, OFDM, and single carrier frequency 
division (SC-FDM) analysis and their PAPRs performances 
were compared and it stated that GFDM achieves lower 
PAPR. The symbol error rate (SER) expression over the 
AWGN channel for the GFDM system with a ZF receiver 
is shown in [5]. 
 The multiple-input and multiple-output (MIMO) based 
GFDM analysis is described in [15-16] which receiver 
complexity is more. This method uses a maximal ratio 
combining (MRC) scheme before demodulation. A large-
scale MIMO transmission GFDM scheme is described in 
[17]. In [18], V-BLAST and spatial modulation schemes are 
used in the GFDM system and bit error rate (BER) 
performance is evaluated. The complexity of identification 
of MIMO-GFDM signals analysis is given in [19]. The 
detection complexity is further reduced in the MIMO-
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GFDM system using the Montecarlo algorithm in [20-21]. 
MIMO structure and MRT also reduces the complexity in 
[22-23]. Weibull fading is a basic statistical model that can 
be used in both indoor and outdoor settings, according to 
studies [31]. The importance of the Weibull fading channel 
in digital modulation systems is convincingly demonstrated 
in [32]. Some detailed analysis about the Weibull fading 
channel is provided in [33]. 
 With the use of Maximal ratio transmission (MRT), 
receiver complexity in MIMO systems is reduced. There is 
not much work is addressed in the literature related to 
GFDM with MRT. The MRT-based GFDM system 
performance is evaluated over Nakagami-m fading channel 
in [24]. The above-stated references are useful to analyze the 
performance of GFDM with the MRT scheme in the Rician 
fading channel.  
 The remaining paper is structured in other four sections. 
The proposed GFDM based MRT scheme is described in 
section-2. Section-3 deals with the SER analysis in Rician 
and Weibull fading. Simulation analysis followed by 
conclusions is given in section-4 and section-5 respectively.  
 
 
2. System Model Description 
 
The proposed GFDM based MRT system model is shown in 
Fig. 1. The proposed system is having a transmitter and 
receiver. The transmitter consists of an encoder, mapper, and 
other various blocks. The vectorial data (𝒃)in the form of 
bits given as input to the encoder. The encoder converts the 
input  from low bit-rate data stream into high bit-rate data 
stream and the output of the data vector is (𝒃𝒄). The output 
of the encoder is given as input to the mapper and it 
produces output as 𝑁	𝑋	1 data vector (𝒅). This vectorial 
data is given as input to the GFDM modulator which 
consists of 𝑁 elements. The vectorial data (𝒅) is 
decomposes into 𝑲 groups 𝑴 symbols as follows. 
 
𝑑 = [(𝑑#)$ , (𝑑%)$ , ……(𝑑&'%)$]$       (1) 
 
with 
 
𝑑( =	 1𝑑(,#, 𝑑(,%, ……𝑑(,*'%2

$					        (2) 
 
 In eq, (2),  𝑑(,+ is data symbol which is transmitted 
through k-th subcarrier at m-th time slot and 𝒈𝒌,𝒎	(𝒏)is filter 
coefficient. Let us assume that the GFDM block occupies K 
subcarriers, each subcarrier consists of M data symbols and 
it produces N = KM samples. With GFDM modulator, 
samples are filtered with a corresponding transmit filter is 
given as [11] 
 
𝑔(,+	[𝑛] = 𝑔[(𝑛 −𝑚𝑘)𝑚𝑜𝑑𝑁]𝑒

!"#$%&
'           (3) 

 
 The exponential term conducts frequency domain shift, 
and 𝑔(,+	(n) is a time and frequency shifted version of	𝑔 (n). 
Finally, all the transmitted symbols are superimposed at one 
place that leads to GFDM signal which is given as 𝒙(𝒏)in 
[11] 
 
𝑥[𝑛] = ∑ ∑ 𝑑(,+𝑔(,+[𝑛]*'%

+/#
&'%
(/# , 𝑛 = 0,1……𝐾𝑀 − 1	   (4) 

 
 The pulse-shaping filter samples can be shown as 
follows 
 

𝑔(,+	 = B𝑔(,+[0], 𝑔(,+[1]……𝑔(,+[𝑀𝐾 − 1]C
$
                 (5) 

 
and matrix representation of eq. (4) is [12] 
 
𝑥 = 𝐴𝑑                                  (6) 
 
 where A is a 𝑲𝑴	𝑿	𝑲𝑴 dimension matrix which is also 
known as GFDM modulation matrix and is represented as 
[5] 
 
𝐴 = 1𝑔#,#…𝑔&'%,#𝑔#,%…𝑔&'%,*'%2              (7) 
 
 A cyclic prefix (CP) and cyclic suffix (CS) are added 
after GFDM block and then signal components are weighted 
with MRT coefficients as; 
    
𝑥0 = 𝑤0𝑥           (8) 
 
 where	𝑤0 is weighting factor (MRT coefficient) for i-th 
antenna and (𝑖 = 1,2… .𝑁!) [22]; 
 
	𝑤0 =

1(
∗

1*
                 (9) 

ℎ2 = ‖ℎ‖ = LM|ℎ0|3
4+

0/%

 

 
 In eq. (9), ℎ0 is channel coefficient. ℎ2 Frobenius norm 
of channel vector ℎ = 1ℎ%, ℎ3…ℎ4+2. 
 
 Finally, the GFDM signal is multiplied with MRT 
coefficients is received at the receiver and its mathematical 
representation is 
 
𝑟 = P𝑃! ∑ ℎ0𝑤0𝑥

4+
0/# +𝑤 = P𝑃!ℎ2𝑥 + 𝑤         (10) 

 
 Where w is a noise vector 𝑤~(0, 𝜎53). Later on, power 
is normalized by 𝑃! = 1 𝑁!⁄  at each antenna, so that channel 
coefficient in eq. (9) is equalized. Finally, an output signal 
from the equalizer is demodulated by matched filter (MF), 
ZF, and MMSE. The expression for the demodulated signal 
is [5] 
 
𝑑V = 𝐵𝑦          (11) 
 
where B is a demodulation matrix. 
 
 The demodulation matrix for the MF receiver is 𝐵*2 =
𝐴6 which maximizes SNR and self-interference. Likely, for 
MMSE receiver B matrix is  
 	
𝐵**78 = (𝑅93 + 𝐴6𝐻6𝐴𝐻)'%𝐴6𝐻6 
 
which balances self-interference and noise enhancement and 
𝑅93 is the noise covariance matrix. Similarly, the B matrix for 
the ZF receiver is 𝐵*2 = 𝐴'%. While the ZF receiver 
eliminates self-interference, it significantly improves noise 
efficiency. 
 The noise enhancement factor (NEF) ‘𝜉’ represents the 
amount of reduction in SNR value when uses ZF receiver 
and its mathematical expression is [5] 
 
𝜉 = ∑ \[𝐵:2](,0\

3*&'%
0/#              (12) 
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where‘𝜉’ is equal for all 𝑘 = 0,1,… .𝑀𝐾 − 1.  

 
Fig. 1. Proposed GFDM Transceiver with MRT Scheme. 
 
 
3. Symbol Error Rate Analysis 
 
This section gives the analysis of GFDM based MRT 
scheme SER performance with ZF receiver in Rician and 
weibull fading environment. The usage of the ZF receiver in 
the proposed system reduces the self-interference but 
increases the noise value. The SER performance is evaluated 
using the QAM modulation scheme in the Rician and 
weibull channel. The channel impulse response of length 
𝑁;1 can be represented as 
 
ℎ = [ℎ#, ……ℎ4;1'%]$           (13) 
 
 The received signal mathematical representation at the 
receiver is 
 
𝑟 = 𝐻𝑥 + 𝑤                          (14) 
 
 In the above expression r and x are received and 
transmitted information respectively. Where 𝑯 = 𝑐𝑖𝑟𝑐_ℎ̀a 
and ℎ̀ is a zero-padded version of h of the same length. For 
AWGN environment H=I, where I is identity matrix. For the 
different fading environments in the wireless channel, 𝑯 
value varies. In this paper, we are considering Rician and 
weibull fading in the wireless channel since it can be 
modeled as most of the cases because it consists of a line of 
sight (LOS) component.   
 
3.1. Rician Channel Model 
The Rician channel can be modeled if the signal amplitude 
in the wireless channel follows the Rician distribution. The 
envelopes of channel coefficients are |ℎ0| for i = 1, 2, · · · 𝑁! 
and PDF is given as [27]. 
 
𝑓|ℎ!|(|ℎ0|)

= )
1 + 𝐾
ℎ0

, 𝑒𝑥𝑝 0−
(1 + 𝐾)ℎ0 +𝐾ℎ0

ℎ0
2 𝐼# 45

4𝐾(1 + 𝐾)ℎ0
ℎ0

6 ; 

	 0 ≤ 𝐾 < ∞                         (15) 
 
Where K is the Rician fading parameter  
 
The instantaneous SNR value is 
 
𝛾 = =+8,

>4-
ℎ2
3             (16) 

 
 In eq. (16), 𝐸?and 𝑁# are average energy per symbol and 
noise power spectral density respectively. From eq. (9), the 
envelope of ℎ2can be computed as 
 

ℎ2 = d𝑋%3 + 𝑋33+. . . . +𝑋3+4+
3                (17) 

 

where𝑋0~(0, 𝜎@3) and (𝑖 = 1,2,…2𝑚𝑁!) and 𝐾e = 𝐾𝑁![25], 
then the expression for PDF is 
 
𝑝ℎ*(ℎ2)

= g
1 + 𝐾e

ℎ2
h 𝑒𝑥𝑝 i−

j1 + 𝐾ekℎ2 +𝐾eℎ2
ℎ2

l 𝐼# no
4𝐾ej1 + 𝐾ekℎ2

ℎ2
q ; 

	 0 ≤ 𝐾 < ∞                              (18) 
 
Then, the PDF in terms of SNRs is given in [26]; 
 

𝑝A(𝛾) = v%B&
C

A
w 𝑒𝑥𝑝 B− (%B&C)AB&CA

A
C 𝐼# id

F&C(%B&C)A
A

l ;  

	 0 ≤ 𝐾 < ∞

                           

(19) 
 
where	𝛾x 	 is the average SNR value or �̅� = 𝐸[𝛾]. 
 
 
3.2 . SER of GFDM-MRT 
 
This section gives the exact expressions of SER of the 
GFDM-MRT system over the non-fading environment 
,Rician and weibull fading environment. 
 
 
3.3  Non-fading (AWGN) Environment 
The SNR is equally adjusted by NEF for GFDM at the 
receiver side. Hence, both OFDM SER and GFDM SER 
expressions for the AWGN environment are almost the same 
and they are differed in equivalent SNR [28]. The expression 
for SER under AWGN using GFDM system is [5];  
 
𝑃78G,HIJ4(𝛾) = 2@K'%

K
A 𝑒𝑟𝑓𝑐(√𝛾) − @

K'%
K
A
3
𝑒𝑟𝑓𝑐3(√𝛾)    (20)

                                   

 
 
Where 
 
𝛾 = LG.

3(3/'%)
8,
>4-

	𝑎𝑛𝑑$ =
4*

4*B401B402
   (21)

                
 In eq. (20) and (21), 𝑝 = P2𝜇, 𝜇 represents the number 
of bits, 𝑁M=, 𝑁M? are the length of CP and CS respectively. N 
and M are number of subcarriers and sub-symbols. 
 The SER expression for different fading environments 
can be evaluated by averaging the error rates AWGN over 
PDF of other fading channels. It can be calculated using [5] 
 
𝑃78G = ∫ 𝑃HIJ4(𝛾)

∞
# 𝑃A(𝛾)𝑑𝛾   (22) 

 
 In eq. (22), 𝑃A(𝛾) represents the PDF of different fading 
channels.  
 
3.4  Rician Fading Environment 
To calculate SER expression in Rician fading, we require a 
PDF of Rician fading. The PDF expression is shown in eq. 
(19), it can be further modified by expressing it in infinite 
series form of a zeroth model of Bessel function [29]; 
 

  
𝑰𝟎(𝒙) = ∑

O𝒙
𝟐
𝟒 P

𝒒

(𝒒!)𝟐
∞
𝒒/𝟎

                                    
(23) 

 
 The modified PDF expression for the Rician fading 
environment is given in [25] 
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𝑃A(𝛾) =
%B&
A7
𝑒'& ∑ %

(S!)#
~&(%B&)

A7
�∞

S/#

S
𝛾S 𝑒𝑥𝑝 ~− A(%B&)

A7
� 	 0 ≤ 𝐾 < ∞     

       (24) 
 
 Now, SER expression for Rician fading can be computed 
by substituting eq. (20) and eq. (24) in eq. (22), the bounded 
SER expression for GFDM system with single antenna is 
[25]; 
 

𝑃78G,G0;(𝛾) =
3(K'%)

K
𝐼Lj𝛾Tk − v

K'%
K
w
3
𝐼Fj𝛾Tk     (25) 

Where 𝐼Lj𝛾Tkand𝐼Fj𝛾Tk are expressed as given below; 
 

𝐼Lj𝛾Tk =
%B&
A7
𝑒'& ∑ %

(S!)#
~&(%B&)

A7
�∞

S/#

S UVSB8#W

√Y(SB%)
𝐹3 % �𝑞 +

1, 𝑞 + L
3
; 𝑞 + 2;+~%B&

A7
��      (26) 

 

𝐼Fj𝛾Tk = 𝑒'& ∑ &9

(S!)
∞
S/# �1 − F

Z
∑

O(;<')>7
P
"

3[B%
S
[/# 𝐹3 % �𝑗 +

%
3
, 𝑗 +

1; 𝑗 + L
3
; −~%B&

A7
+ 1���      (27) 

 
 Similarly, for multiple antennas (𝑁!) case, SER 
expression for GFDM based MRT system is obtained by 
changing 𝐾to 𝐾𝑁!, the bounded SER expression for GFDM 
based MRT system with multiple antennas is 
 

𝑃78G,G0;(𝛾) =
3(K'%)

K
𝐼Lj𝛾Tk − v

K'%
K
w
3
𝐼Fj𝛾Tk                  (28) 

 

𝐼Lj𝛾Tk =
%B&4+
A7

𝑒'& ∑ %
(S!)#

~4+&(%B&4+)
A7

�∞
S/#

S UVSB8#W

√Y(SB%)
𝐹3 % �𝑞 +

1, 𝑞 + L
3
; 𝑞 + 2;+~%B&4+

A7
��     (29) 

 

𝐼Fj𝛾Tk = 𝑒'&4+ ∑ (&4+)9

(S!)
∞
S/# �1 − F

Z
∑

O(;<'?+)>7
P
"

3[B%
S
[/# 𝐹3 % �𝑗 +

%
3
, 𝑗 + 1; 𝑗 + L

3
; − ~%B&4+

A7
+ 1���    (30) 

 
where 
 
𝛾T =

LG.\7#

(3/'%)
8,
>4-

                  (31) 
 
 In the above eq. (31), �̅�T is equivalent SNR in a Rician 
fading environment. Where 𝐹3 %[. , . ; . ; ]denotes the Gauss 
hypergeometric function [30]. It is assumed that 𝜎T3 value is 
0.5. If we substitute K = 0 for both single and multiple 
antennas cases, the expressions give the SER expressions for 
the Rayleigh fading environment. For  K = 0, our simulation 
(Fig.2, black line) is exactly matching with the simulation 
(Fig.6, curve (i)) given in [25]. For 𝑁! = 1, eq. (25) and eq. 
(28) are exactly match with each other.  
 
 
4 Nakagami-m Fading Environment 
 
The PDF expression for Nakagami-m fading environment is 
given in [24] as 
 

𝑝A(𝛾) = v+
A
w
+ A@!;

U(+)
𝑒'

@>
>              (32) 

 
 To calculate SER expression in Nakagami-m fading, we 
require a PDF of Nakagami-m fading which is shown in eq. 
(32). Now, SER expression for Nakagami-m fading can be 
calculated by substituting equ. (20) and equ. (32) in equ. 
(22), the bounded SER expression for GFDM system with 
single antenna is given in [24]; 
 

𝑃78G,4]( = 2𝐶%𝐶3+
UV+B"#W

√YU(+B%)
𝐹3 % G𝑚,𝑚 + %

3
;𝑚 + 1;−𝐶3J −

𝐶%3 K1 −
F
Y
∑ M#

$

3[B%
𝐹3 % G𝑗 +

%
3
, 𝑗 + 1; 𝑗 + L

3
; −(𝐶3 + 1)J+'%

[/# N   (33) 

 
where	𝐶% and 𝐶3 are expressed as follows; 
 
𝐶% =

√3/'%
√3/

, 	 𝐶3 =
+
A&

                 (34) 

 
 Similarly, for multiple antennas (𝑁!) case, SER 
expression for GFDM based MRT system is obtained by 
changing 𝑚 to 𝑚𝑁!, the bounded SER expression for 
GFDM based MRT system with multiple antennas is given 
in [24]; 
 
𝑃78G,4]( = 2𝐶%𝐶3

+4+𝐶F  𝐹3 % B𝑚𝑁!, 𝑚𝑁! +
%
3
;𝑚𝑁! +

1;−𝐶LC − 𝐶%3 �1 −
F
Y
∑ M8

"

3[B%
𝐹3 % B𝑗 +

%
3
, 𝑗 + 1; 𝑗 ++4+'%

[/#

L
3
; −(𝐶L + 1)C�          (35) 

 
where	𝐶L and 𝐶F are expressed as follows 
 

𝐶L =
+4+
A&
 , 𝐶F =

UV+4+B
;
#W

√YU(+4+B%)
      (36) 

 
𝛾9 =

LG.=+4+\&#

(3/'%)
8,
>4-

                     (37) 
 
 In the above eq. (33), �̅�9 is equivalent to SNR in the 
Nakagami-fading environment. It is assumed that 𝜎93 value is 
0.5. If we substitute m = 1 for both single and multiple 
antennas cases, the expressions give the SER expressions for 
the Rayleigh fading environment. For m=1, our simulation 
(Fig.2) is exactly matching with the simulation (Fig.2) given 
in [24]. For 𝑁! = 1, eq. (33) and eq. (35) are exactly match 
with each other. For m = 1and K = 0, eq. (25) and eq. (33) 
gives the same results and those two equations merge to 
Rayleigh's fading environment.  
 
 
5 Weibull Fading Environment 
 
The modified PDF expression for the Rician fading 
environment is given in [34]; 
 

𝑃A(𝛾) = g ^

3(]A)
A
#
h 𝛾

A
#'% 𝑒𝑥𝑝 g−v A

]A
w
A
#h      (38) 

 
 Now, SER expression for Weibull fading can be 
computed by substituting equ. (20) and equ. (38) in equ. 
(22), the bounded SER expression for GFDM system with 
single antenna is [33]; 
 
where 𝑎 = 1/Γ(1 + 2/𝑣). 
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𝑃I_`(𝑒) =
3(K'%)

K

A
#

(]A)
A
#
𝐼Lj𝛾5_k − v

K'%
K
w
3 A

#

(]A)
A
#
𝐼Fj𝛾5_k   (39) 

 
Where 
 
𝐼Lj𝛾5_kand𝐼Fj𝛾5_k are expressed as given below; 
 

𝐼Lj𝛾5_k = ∫ 𝛾
A
#'%

∞
# 𝑒

' >
A
#

BC>DEF
A
#𝑒𝑟𝑓𝑐(√𝛾)𝑑𝛾

                        

(40) 
 

   

𝐼Fj𝛾5_k = ∫ 𝛾
A
#'%

∞
# 𝑒

' >
A
#

BC>DEF
A
#𝑒𝑟𝑓𝑐3(√𝛾)𝑑𝛾      (41) 

 
Where 
 
𝛾5_ =

LG.\DE
#

(3/'%)
8,
>4-

                    (42) 
 
From [33], 𝐼Lj𝛾5_k 

and 𝐼Fj𝛾5_k 
 

𝐼Lj𝛾5_k =
3a]ADEb

A
#

^
−

V%GW
;
#(c)

A
#

√Y(3Y)
G<%!#

#
𝐺3c,(Bc
(Bc,c  n cG(!%

(]ADE)
A%
#
 � 
𝛥 v𝜆, %'^

3
w ,  𝛥 v𝜆, 1 − ^

3
w

𝛥(𝑘, 0) ,  𝛥 v𝜆, '^
3
w

q(43) 

 

𝐼%"𝛾&'$ =
()*+!",

#
$

-
&1 −

(
.
∑ (01)%

3!
5
367

8&'9
(
$(:)

%)(
$

√.((.)
'*&)$

$
𝐺(:,=>:
=,(:  , :'=)&

(*+!")
#&
$
 - 

𝛥 /𝜆, 1
(
− 𝑖3 ,  𝛥(𝜆, −𝑖)

𝛥(𝑘, 0) ,  𝛥 /𝜆, − 𝑖 − 1
(
3
89       (44) 

 
 Similarly, for multiple antennas (𝑁!) case, SER 
expression for GFDM based MRT system is obtained by 
changing 𝐾	to 𝐾𝑁!.  
 
 
4. Simulation Analysis 
 
This section discusses the simulation results and their 
analysis. All the simulations are performed with simulation 
values such as number of subcarriers K= 64, length of CP 
𝑁M== 8 and length of 𝑁M?= 0.  
 
4.1  Specifications used for simulation 
Parameter Variable Value 
Modulation 
Scheme 

µ(Modulation 
Index) 

QPSK , 16-QAM  

Sub-carriers K 64 
Block-length M 16 
Filter type - RRC 
Roll-off factor α 0.1,0.6,0.9 
Channel h(n) 1, for AWGN 
Cyclic prefix CP - 
Fading 
Channels 

- Rician, Weibull 

 
Fading 
Parameter 
 

 
K 

0,1,2,3 
If K=0 Channel is 
Rayleigh fading 
K= ∞ Channel is 
AWGN 

Transmitting 
Antennas 

 
N
t
 

 
  4 

 Fig. 2 represents the SER analysis of GFDM-MRT based 
system for various values of SNRs using multiple antennas 
at the transmitter (𝑁! = 1,2,3,4) and with a roll-off factor α 
= 0.1. From the simulation, it is observed that simulation is 
evaluated for Rayleigh fading (K = 0) environment which is 
a special case of Rician fading with Rician fading parameter 
K= 0. It is also observed that SER performance decreases as 
the number of antennas increases.In[24] SER performance 
was calculated for only Nt=1 ,the value of SER is 	0.13 ∗
10'3but in this paper we calculate SER performance for 
𝑁! = 1, 2, 3.For a particular case at SNR = 15dB, SER 
values are	0.13 ∗ 10'3,	0.09 ∗ 10'L,0.66 ∗ 10'F and 0.03 ∗
10'd for 𝑁! = 1, 2, 3, 4 respectively. At	𝑁! = 4 SER 
performance is compared with Nt=1 in[24] minimized the 
SER to 99.97%.Finally, it can be concluded that the GFDM-
MRT scheme with 𝑁! = 4 gives 10dB, 4dB, and 2dB SNR 
gain for 𝑁! = 1, 2, 3 transmit antennas at SER=10'3. Fig. 2 
also compares the simulation results of [24] for different 
values of 𝑁!, K = 0, and α = 0.1 
 Fig. 3 represents the SER analysis of GFDM-MRT based 
system for various values of SNRs using multiple antennas 
at the transmitter (𝑁! = 2), various Rician fading parameters 
𝐾 = (0,1,2,3) and with a roll-off factor α = 0.1. The curve 
for K = 0 is exactly matches with Rayleigh fading conditions 
and gives the same SER performance which matches with 
previous work [24]. But here, we can infer that as an 
increase in Rician fading parameter (K) from 0 to 3, the SER 
decreases. 
 

 
Fig. 2. SER vs SNR performance with the various number of 
transmitting antennas. 
 
 
 For a particular case at SNR=15dB, the error values for 
K= 0, 1, 2, 3 are respectively 0.01596, 0.0103, 0.0060 and 
0.003. At K= 4 SER performance is compared with K=0[24] 
i.e. approximately there is an 81.2% decrease in error from K 
= 0 to K = 3. Finally, it can be concluded that GFDM-MRT 
scheme with 𝑁! = 4 gives 10dB, 4dB, and 2dB SNR gain 
for 𝑁! = 1, 2, 3 transmit antennas at SER=10'3. 
 Fig. 4 is drawn between SER and SNR for different roll-
off factors (α = 0.1, 0.6, 0.9),  𝑁! = 2, 𝐾 = 2 and using a 
16-QAM modulation scheme.  Fig. 4 also explains the effect 
of the NEF parameter ξ which plays a key role in GFDM. As 
the value of the roll-off factor increases from 0.1 to 0.9, 
there is a significant change in the SER curve because as ξ 
increases there is a wider overlap of the subcarriers which 
increases the NEF factor. The SER values are 0.0216, 
0.0116, 0.0060 at SNR=20dB for various values of 𝛼 =	0.9, 
0.6 and 0.1 respectively. Here as 𝛼 value decreases from 0.9 
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to 0.1, the SER value decreases by 72% but in literature[24] 
SER decresed by 50% as 𝛼 value decreases from 0.9 to 0.1 
 Fig. 5 is drawn between SER and roll-off factor for 
different SNR values (10dB, 15dB, 20dB),𝑁! = 3,𝐾 = 3 
and using 16-QAM modulation scheme. From the simulation 
it is observed that as SNR value increases from 10dB to 
20dB, SER value decreases from 0.277 to 0.001 at 𝛼	= 0.4, it 
shows that there is an almost 95% improvement in SER with 
the increase in SNR. At a lower	𝛼 value, the SER value is 
lower and it increases at higher 𝛼  values. Finally, it can be 
concluded that to achieve less symbol error rate lower value 
at 𝛼=0.1 and higher SNR=20dB values are always 
recommendable. 
 

Fig. 3. SER vs SNR performance for various Rician fading parameters. 
 

Fig.4. SER vs SNR performance for various Roll-off factors. 
 
 
 Fig. 6 is drawn between SER and SNRs for different 
modulation schemes (QPSK and 16-QAM),𝐾 = 3, 𝑁! = 3 
and 𝛼	= 0.1. From this simulation, we can state that the 
QPSK scheme achieves a lower value of SER compare to 
the 16-QAM modulation scheme. For a particular case, at 
SNR=10dB, SER values are 0.0251 and 0.0072 for 16-QAM 
and QPSK schemes.  
 Fig. 7 represents the SER performance of GFDM-MRT 
based system for various values of SNRs using multiple 
antennas at the transmitter (𝑁! = 1,2,3,4) and with a roll-off 
factor α = 0.1 under the Weibull fading channel.In literature 
[33] only at 𝑁! = 1 transmitter SER performance analysed.  
It is observed from Fig.7 that SER performance falls as 
𝑁	!increases. For a particular case at SNR= 15dB, SER 
values are 0.04409, 0.03329, 0.02054 and 0.01554 for 𝑁! =
1, 2, 3, 4 respectively. Finally, it can be concluded that the 
GFDM-MRT scheme with 𝑁! = 4 gives 4dB, 3dB, and 2dB 

SNR gain according to 𝑁! = 1, 2, 3 transmit antennas 
respectively at SER=10'3.   

Fig. 5. SER vs roll-off factor for various SNR values. 
 

 
Fig.6. SER vs SNR performance for various modulation schemes. 
 
 
 Fig. 8 is drawn between SER and SNR for different roll-
off factors (𝛼 = 0.1, 0.6, 0.9),  𝑁! = 2and using a 16-QAM 
modulation scheme.  Fig. 8 also explains the effect of the 
NEF parameter ξ which plays an important role in GFDM. 
The SER values are 0.04064, 0.02054, 0.01129 at 
SNR=16dB for various values of 𝛼 =	0.9, 0.6 and 0.1 
respectively. As 𝛼 value decreases from 0.9 to 0.1, the SER 
value decreases by 72.2%.  
 

Fig.7. SER vs SNR performance with the various number of 
transmitting antennas. 
 
 Fig. 9 is drawn between SER and roll-off factor for 
different SNR values (10dB, 15dB, 20dB),𝑁! = 3	and using 
a 16-QAM modulation scheme. From the simulation, it is 
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observed that as SNR value increases from 10dB to 20dB, 
SER value decreases from 0.03525 to 0.05544 at 𝛼	= 0.4, 
which shows that there is an almost 57.2% improvement in 
SER with the increase in SNR. The SER value is less at 
lower values of 𝛼 and it increases and is high at higher 
values of 𝛼.  

 
Fig.8. SER vs SNR performance for various Roll-off factors. 
 

 

Fig.9. SER vs roll-off factor for various SNR values. 
5. Conclusion 
 
Under the Rician fading environment, the proposed GFDM-
MRT scheme is suggested and its symbol error rate (SER) 
performance is investigated. Initially, the closed form of 
SER expression under Rician and Weibullfading 
environment for single and multiple antennas has provided. 
Later on, SER performance is evaluated with MATLAB 
simulations for various simulation parameters such as 
several transmitting antennas, different roll-off factors, and 
various fading parameters. We have also validated our 
simulations with the existing literature papers. The SNR 
performance is improved by approximately 6dB to achieve 
the symbol error rate of 0.01, when we use the number of 
transmitting antennas (𝑁! = 4) compared to a single 
antenna. (𝑁! = 1).	Finally, it can be concluded that the 
GFDM-MRT technique is more reliable for high-speed 
communications. 
 
This is an Open Access article distributed under the terms of the 
Creative Commons Attribution License. 
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Abstract 

The main field of this work is to study the overall financial position of Bank of Baroda with the help 

of Du Pont analysis. To achieve the goal, this study has measured the ratios of ROE, ROA applying 

the DuPont analysis, which has been demonstrated with tables to show the change periodically. It is 

concluded from the study that, the parameters of ROE, ROI are showing comprehensive measures. 

The financial performance of BOB might be studied by several researchers all over India. The 

DuPont Analysis measures the wealth of the Owners, Investors with the ROE index, and the 

management's effectiveness with the ROA index, and one index affect the other. It is compared to the 

formation of a comparable size over a period of time. 

Key Words: Financial performance, Profitability, DUPONT, ROA, Bank of Baroda, ROI and ROE. 

 

I. INTRODUCTION 

The DuPont analysis also known as the DuPont identity or DuPont Model is a framework for 

analyzing fundamental performance popularized by the DuPont Corporation. DuPont analysis is a 

useful technique used to decompose the different drivers of return on equity (ROE). The 

decomposition of ROE allows investors to focus on the key metrics of financial performance 

individually to identify strengths and weaknesses. 

The analysis of the financial statements of a business includes besides the selection ofthe appropriate 

index and the comparison, without which the resulting conclusions donot have any meaning and 

most probably they do not lead to the correct explanation. 

The comparison makes sense when it is done in relation to time and in relation to 

thesimilarbusinessesorthesector.Thisdoublecomparisongivesthecapabilityofamore correct 

explanation of the indexes and consequently of the business condition (Papoulias, 2000). 

Profitability of banks is measured mainly by two ratios. The Return on Equity (ROE) that increase 

the wealth of the shareholders and the Return on Assets (ROA) that show to the investors how cable 

is the bank management to yield earnings and how profitably use the hole assets of the bank. 

Saunders (2000) provides a model of financial analysis for financial institutions that is based on the 

DuPont system of financial analysis return on equity model. The return on equity model 

disaggregates performance into the three components that determine return on equity: net profit 

margin, total asset turnover, and the equity multiplier. The profit margin allows the financial analyst 

to evaluate the income statement and the components of the income statement. Total asset turnover 

allows the financial analysis to evaluate the left-hand side of the balance sheet which is composed of 

the asset accounts. The equity multiplier allows the financial analyst to evaluate the right-hand side 

of the balance sheet which is composed of liabilities and owner’s equity. 

Return on equity analysis provides a system for planning (budgeting) in addition to analyzing the 

financial institution’s performance. The net profit margin allows the analyst to develop a pro for 

income statement. An abbreviated income statement would be composed of net income equal to 

revenues minus expenses. The financial planner can determine the projected revenue level needed to 

meet the target net 

 

II. RESEARCH METHOLDOLOGY 

The research methodology means the way the research has been taken place to do the 

research work. It consists of objectives of study, scope of study and collection of data etc. 
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A).OBEJECTIVES OF THE STUDY 

1. To study the financial performance of Bank of Baroda with the help of DUPONT analysis 

2. To draw conclusions emerged from the study and offer appropriate suggestions. 

 

B). SCOPE OF THE STUDY 

The scope of the study is confined to financial performance of Bank of Baroda from 2007-08 to 

2018-19. The study was focused financial performance with the help of Return on Equity, Return on 

Investment and DUPONT analysis. 

C). COLLECTION OF DATA 

The necessary data was collected from the secondary sources such as annual reports of Bank of 

Baroda, publications of Reserve Bank India, websites and other published sources. 

 

III. DATA ANALYSIS AND INTERPRETATION 

Du Pont analysis divides net operating profits into two multiple components: profit margin and asset 

turnover. This analysis is a common type of financial statement analysis. These two accounting ratios 

measure two different structures and therefore have two different characteristics. Previous research 

has shown that changes in asset sales are positively linked to changes in future income. The analysis 

of Du Pont takes into account three indicators to determine a company's profitability: 

1. Return on Sales (ROS) or Net Profit Margin ratio 

2. Return on Equity (ROE), and. 

3. Return on Assets (ROA) 

DuPont model basically segregates the ROE into three parts:  

 Net Profit margin,  

 Total Assets Turnover and  

 Equity Multiplier. 

NET PROFIT MARGIN 

Net profit margin is a measure of the total profitability and also measures the profitability of the 

business on income. The margin of profit is the return of the assets of the company. The difference is 

between total income and total expenditure. 

Net Profit Margin= Net Profit/ Total Income 

Table -1: Net Profit Margin (NPM) 

(2007-08 to 2018-19) 

Year Net profit 

(Rs. in crores) 

Total Income 

(Rs. in crores) 

Net Profit 

margin 

(In %) 

2007-08 
1435.52 13864.52 

10.35 

2008-09 2227.2 17849.24 12.48 

2009-10 3058.33 19504.7 15.68 

2010-11 4241.68 24695.11 17.18 

2011-12 5006.96 33096.05 15.13 

2012-13 
4480.72 38827.27 

11.54 

2013-14 
4541.08 43402.45 

10.46 

2014-15 
3398.44 47365.56 

7.17 

2015-16 
-5,396 49060.14 

11.00 

2016-17 
1383.14 48957.99 

2.83 

2017-18 -2431.81 50305.69 -4.83 
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2018-19 
433.52 56065.1 

0.77 

Sum 
22378.78 442993.8 

119.43 

Average 1864.90 36916.15 9.95 

STDEV 
3120.04 14633.06 5.14 

CAGR 
-10 12 -0.20 

Source: Compiled from the annual reports of Bank of Baroda 

 

INTERPRETATION: 

Table 1 shows the Net profit, Total Income and Net Profit Margin of BOB in 2007-08 to 2018-19.  

The Net Profit in 2007-08 is Rs. 1435.52 crores, at the end of the study period 2018-19 it is Rs. 

433.52 crores and the average Net Profit is Rs.1864.90 crores. The Total Income in 2007-08 is Rs. 

13864.52 crores, which has been increasing, reported highest Rs. 56065.1 crores in 2018-19. The Net 

Profit Margin in 2007-08 is 10.35 %, later on, fluctuated and reported highest 17.18 % in 2010-11. 

The average Net Profit Margin ratio during the study period is 9.95 %, with a standard deviation of 

5.14%. 

The Net Profit margin varies between 0.77 % and 17.18 % and average Net Profit Margin is 9.95 % 

with standard deviation of 5.14. At the end of the study period the Net Profit margin very lowest 

means there is significant problem regarding this year to report lowest Net Profit margin. 

THE ASSET TURNOVER RATIO 

The asset turnover ratio is the ratio of a company's assets to its sales or revenues. It's a metric for 

how efficiently a company generates revenue from its assets. As a result, a company's asset turnover 

ratio can be used to forecast its performance. The higher the ratio is the more profitable. 

Formula: 

Asset Turnover = (Total Income/ Total Assets) 

Table – 2: Asset Turnover Ratio 

(2007-08 to 2018-19) 

Year 
Total Income 

(Rs. In  crores) 

Total Assets 

(Rs. In crores) 

Asset Turnover 

Ratio 

(In %) 

2008-09 13864.52 179599.5 7.72 

2008-09 17849.24 227406.7 7.85 

2009-10 19504.7 278316.7 7.01 

2010-11 24695.11 358397.2 6.89 

2011-12 33096.05 447321.5 7.40 

2012-13 38827.27 547135.4 7.10 

2013-14 43402.45 659504.5 6.58 

2014-15 47365.56 714988.6 6.62 

2015-16 49060.14 671376.5 7.31 

2016-17 48957.99 694875.4 7.05 

2017-18 50305.69 719999.8 6.99 

2018-19 56065.1 780987.4 7.18 

Sum 442993.8 6279909 85.69 

Average 36916.15 523325.8 7.14 

STDEV 14633.06 215530.6  

CAGR 12 14  

Source: Compiled from the annual reports of Bank of Baroda 

INTERPRETATION: 
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Table 2 shows the Total income, Total Assets and Assets turnover ratio of BOB from 2007-08 to 

2018-19.  The Total Income in 2007-08 is Rs. 13864.52 crores, which has been increasing, reported 

highest Rs. 56065.1 crores in 2018-19 and the average income is Rs. 36916.15 crores; the Standard 

deviation is Rs. 14633.06 crores and the CAGR is 12%. 

The table also shows the total assets of the Bank. The total assets in 2007-08 were Rs. 179599.5 

crores, end of the study period 2018-19 is Rs, 780987.4 crores, and average assets Rs. 523325.8 

crores. The standard deviation is Rs. 215530.6 crores and CAGR is 14 %. 

The Assets turnover ratio is 2008-09is highest at 7.85 %, later on fluctuated reported lowest 6.58 % 

in 2013-14 and at the end of the study period 2018-19 it is 7.18 %. The Average Asset turnover ratio 

during the study period is 7.14 %.So, we can conclude that the bank has regenerated the assets to 

generate income.It means on every Rs.100 worth of asset it is generating Rs.7.14 aggregate income 

every year. It should be better to generate at least Rs.10 on every Rs.100 worth of assets. 

 

EQUITY MULTIPLIER 

The third and final step of the DuPont model is the equity multiplier. Leverage ratio refers to the 

capital stock multiplier. It is a method of determining a company's financial leverage by evaluating 

its ability to use debt to fund its assets. 

Formula:  Equity Multiplier = Total Assets/ Stockholder's Equity  

Table – 3: Equity Multiplier 

(2007-08 to 2018-19) 

Year 

 

Total Assets 

(Rs. In crores) 

Shareholder’s Equity 

(Rs. In crores) 

Equity Multiplier 

(Rs. In crores) 

2007-08 179599.5 365.53 491.34 

2008-09 227406.7 365.53 622.13 

2009-10 278316.7 365.53 761.41 

2010-11 358397.2 392.81 912.39 

2011-12 447321.5 412.38 1084.73 

2012-13 547135.4 422.52 1294.93 

2013-14 659504.5 430.68 1531.31 

2014-15 714988.6 443.56 1611.93 

2015-16 671376.5 462.09 1452.91 

2016-17 694875.4 462.09 1503.77 

2017-18 719999.8 530.36 1357.57 

2018-19 780987.4 530.36 1472.56 

Sum 6279909 5183.44 14096.98 

Average 523325.8 431.95 1174.75 
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STDEV 215530.6 57.65  

CAGR 14 0.34  

Source: Compiled from the annual reports of Bank of Baroda 

 

INTERPRETATION: 

Table 3 shows the Total Assets, Shareholder’s equity and Equity multiplier ratio of BOB from 2007-

08 to 2018-19. The total assets in 2007-08 were Rs. 179599.5 crores, end of the study period 2018-

19 is Rs. 780987.4 crores, and average assets Rs. 523325.8 crores . The standard deviation is Rs. 

215530.6 crores and CAGR is 14 %.The Shareholder’s equity in 2007-08 is Rs. 365.53 crores, has 

reported the highest Rs. 530.36 crores at the end of the study period 2018-19. The average 

Shareholder’s equity is Rs.431.95 crores. The standard deviation of the Shareholder’s equity is 

Rs.57.65 crores and the CAGR is 0.34 % during the study period. The Equity multiplier ratio in 

2007-08 is 491.34 %; later on, it fluctuated and reported the highest 1611.93 % in 2014-15 and at the 

end of the study period, 2018-19 was 1472.56 %. The average Equity multiplier ratio during the 

study period is 1174.75 %. 

Being the equity multiplier ratio varies betweenRs. 491.34and Rs. 1611.93 and the average equity 

multiplier ratio during the study period is Rs.1174.75. Leverage ratio refers to the capital stock 

multiplier. It is a method of determining a company's financial leverage by evaluating its ability to 

use debt to fund its assets. 

 

RESULT OF DUPONT ANALYSIS OF BOB  

The following table 4  presents the summary of the results of ROE or Return on shareholders’ equity 

or Return on Net worth of BOB for the period 2008-09 to 2018-19, which has been calculated from 

the secondary data collected and compiled from all the annual reports of all the financial parameters 

required for the formulae. 

Table – 4: Summary of DUPONT Analysis of BOB, 

FY 2008-09 to 2018-19 

Year (A) NP Margin 
(B) Asset 

turnover 
(C) Equity Multiplier ROE 

 % Times (%) D=A/(B*C) 

2007-08 10.35 7.72 491.34 0.27 

2008-09 12.48 7.85 622.13 0.26 

2009-10 15.68 7.01 761.41 0.29 

2010-11 17.18 6.89 912.39 0.27 

2011-12 15.13 7.40 1084.73 0.19 

2012-13 11.54 7.10 1294.93 0.13 

2013-14 10.46 6.58 1531.31 0.10 
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2014-15 7.17 6.62 1611.93 0.07 

2015-16 11.00 7.31 1452.91 0.10 

2016-17 2.83 7.05 1503.77 0.03 

2017-18 4.83 6.99 1357.57 0.05 

2018-19 0.77 7.18 1472.56 0.01 

Sum 119.43 85.69 14096.98 0.01 

Average 9.95 7.14 1174.75 0.15 

STDEV 8.28 0.44 4.04  

CAGR -1.92 -0.01 0.09  

Source: Calculated and Compiled from the data collected from all the Annual reports of BOB 

 

INTERPRETATION: 

Table – 4: Shows Summary of DUPONT Analysis of BOB from 2007-08 to 2018-19. The NP 

Margin in 2007-08 was 10.35 %, increased to highest 17.18 % in 2010-2011, later gradually 

decreased to 0.77% in 2018-19. Asset turnover ratio in 2007-08 was 7.72 %, decreased to the lowest 

6.58 % in 2013-2014, fluctuated and reported 7.18 % in 2018-19. Equity multiplier ratio in 2007-08 

was 491.34 %, was highest 1611.93 % in 2014-15 and at the end of the study period 2018-19 it is 

1472.56 %. ROE in 2007-08 was 6.15 % and reported highest 266.35 % in 2018-19.  

The Return on Equity based on DUPONT analysis varies between 0.01 and 0.29 with an aggregate of 

0.15. It means the Return on Equity is 15 on the investors amount on the real owners i.e., equity 

shareholders. 

Table – 5: Return on Assets & Return on Average Assets 

(2007-08 to 2018-19) 

Year Return On Assets(In %) 
Return On Average 

Assets(In %) 

2007-08 0.80 0.89 

2008-09 0.98 1.10 

2009-10 1.10 1.21 

2010-11 1.18 1.33 

2011-12 1.12 1.24 

2012-13 0.82 0.90 

2013-14 0.69 0.75 

2014-15 0.48 0.49 

2015-16 -0.80 -0.78 
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2016-17 0.20 0.2 

2017-18 -0.34 -0.34 

2018-19 0.06 0.06 

Sum 6.29 7.05 

Average 0.52 0.59 

STDEV 0.63 0.67 

CAGR -0.21 -0.22 

Source: Compiled from the annual reports of Bank of Baroda. 

INTERPRETATION: 

Table 5 presents the Return on Assets of the bank from 2007-08 to 2018-19 financial years. During 

the study period in 2007-08, the Return on Assets was 0.80 %. It is 0.06 % at the end of the study 

period 2018-19. The average Return on Assets is 0.52 % with a Compound Annual Growth Rate 

(CAGR) of -0.21 %. The Standard Deviation (STDEV) of Return on Assets during the study period 

is 0.63. The table also shows the Return on Average Assets of the bank from 2007-08 to 2018-19 

financial years. During the study period in 2007-08, the Return on Average Assets was 0.89 %. It is 

0.06 % at the end of the study period 2018-19. The average Return on Average Assets is 0.59 % with 

a Compound Annual Growth Rate (CAGR) of -0.22 %. The Standard Deviation (STDEV) of Return 

on Average Assets during the study period is 0.67%. The average Return on Assets is less than the 

benchmark of 1 %. So, the bank has to increase its income to improve return on assets. 

The average Return on Average Assets is 0.59 %. The average Return on Assets is less than the 

benchmark of 1 %. So, the bank has to increase its income to improve return on assets. 

 

IV. FINDINGS 

1. The Net Profit margin varies between 0.77 % and 17.18 % and average Net Profit Margin is 

9.95 % with standard deviation of 5.14. At the end of the study period the Net Profit margin 

very lowest means there is significant problem regarding this year to report lowest Net Profit 

margin. 

2. The asset turnover ratio was representing here the relation between total assets and total 

income. The asset turnover ratio presenting as per every Rs.100 worth of asset it is generating 

Rs.7.14 aggregate income every year. It should be better to generate at least Rs.10 on every 

Rs.100 worth of assets. 

3. Being the equity multiplier ratio varies between Rs. 491.34 and Rs. 1611.93 and the average 

equity multiplier ratio during the study period is Rs.1174.75. Leverage ratio refers to the 

capital stock multiplier. It is a method of determining a company's financial leverage by 

evaluating its ability to use debt to fund its assets. 

4. The Return on Equity based on DUPONT analysis varies between 0.01 and 0.29 with an 

aggregate of 0.15. It means the Return on Equity is 15 on the investors amount on the real 

owners i.e., equity shareholders. 

5. The average Return on Average Assets is 0.59 %. The average Return on Assets is less than 

the benchmark of 1 %. So, the bank has to increase its income to improve return on assets. 

 

V. CONCLUSIONS 

1. This paper presents a model for the financial analysis of a bank based on the Du Pont analysis 

of the world systemic banks and Du Pont system of financial analysis as presented in 

Saunders (2000). Equity returns are supplied to share holders from banks who utilize share 

holders’ capital to offer loans to the banks clients. 
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2. To increase operating profits one bank must either increase sales (in a higher proportion than 

the cost of generating those sales) or reduce expenses. Since it is generally more difficult to 

increase sales than it is to reduce expenses, a small bank can try to lower expenses by 

offering innovating products and a big bank can do this by mergers and acquisitions. 

3. Further, BOB can determine if they are using deposits loans and investments wisely. The 

ROE and ROA indexes are the most comprehensive measure of profitability of a bank. It 

considers the operating and investing decisions made as well as the financing and tax-related 

decisions. 

4. The Du Pont mode is analysis that calculates the ROE ratio. The ROE ratio is decomposed in 

to net profit margin, total asset turnover and the equity multiplier. The DuPont model also 

show us how many times ROE ratio is bigger than the ROA ratio. In its simplest form, we 

can say that if a bank wants to improve the ROE ratio the only choices has is to increase 

operating profits, become more efficient in using existing assets to generate sales, recapitalize 

to make better use of debt and/or better control the cost of deposit and lending money.  
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Abstract 

The main field of this work is to study the overall financial position of Bank of Baroda with the help 

of Du Pont analysis. To achieve the goal, this study has measured the ratios of ROE, ROA applying 

the DuPont analysis, which has been demonstrated with tables to show the change periodically. It is 

concluded from the study that, the parameters of ROE, ROI are showing comprehensive measures. 

The financial performance of BOB might be studied by several researchers all over India. The 

DuPont Analysis measures the wealth of the Owners, Investors with the ROE index, and the 

management's effectiveness with the ROA index, and one index affect the other. It is compared to the 

formation of a comparable size over a period of time. 

Key Words: Financial performance, Profitability, DUPONT, ROA, Bank of Baroda, ROI and ROE. 

 

I. INTRODUCTION 

The DuPont analysis also known as the DuPont identity or DuPont Model is a framework for 

analyzing fundamental performance popularized by the DuPont Corporation. DuPont analysis is a 

useful technique used to decompose the different drivers of return on equity (ROE). The 

decomposition of ROE allows investors to focus on the key metrics of financial performance 

individually to identify strengths and weaknesses. 

The analysis of the financial statements of a business includes besides the selection ofthe appropriate 

index and the comparison, without which the resulting conclusions donot have any meaning and 

most probably they do not lead to the correct explanation. 

The comparison makes sense when it is done in relation to time and in relation to 

thesimilarbusinessesorthesector.Thisdoublecomparisongivesthecapabilityofamore correct 

explanation of the indexes and consequently of the business condition (Papoulias, 2000). 

Profitability of banks is measured mainly by two ratios. The Return on Equity (ROE) that increase 

the wealth of the shareholders and the Return on Assets (ROA) that show to the investors how cable 

is the bank management to yield earnings and how profitably use the hole assets of the bank. 

Saunders (2000) provides a model of financial analysis for financial institutions that is based on the 

DuPont system of financial analysis return on equity model. The return on equity model 

disaggregates performance into the three components that determine return on equity: net profit 

margin, total asset turnover, and the equity multiplier. The profit margin allows the financial analyst 

to evaluate the income statement and the components of the income statement. Total asset turnover 

allows the financial analysis to evaluate the left-hand side of the balance sheet which is composed of 

the asset accounts. The equity multiplier allows the financial analyst to evaluate the right-hand side 

of the balance sheet which is composed of liabilities and owner’s equity. 

Return on equity analysis provides a system for planning (budgeting) in addition to analyzing the 

financial institution’s performance. The net profit margin allows the analyst to develop a pro for 

income statement. An abbreviated income statement would be composed of net income equal to 

revenues minus expenses. The financial planner can determine the projected revenue level needed to 

meet the target net 

 

II. RESEARCH METHOLDOLOGY 

The research methodology means the way the research has been taken place to do the 

research work. It consists of objectives of study, scope of study and collection of data etc. 
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A).OBEJECTIVES OF THE STUDY 

1. To study the financial performance of Bank of Baroda with the help of DUPONT analysis 

2. To draw conclusions emerged from the study and offer appropriate suggestions. 

 

B). SCOPE OF THE STUDY 

The scope of the study is confined to financial performance of Bank of Baroda from 2007-08 to 

2018-19. The study was focused financial performance with the help of Return on Equity, Return on 

Investment and DUPONT analysis. 

C). COLLECTION OF DATA 

The necessary data was collected from the secondary sources such as annual reports of Bank of 

Baroda, publications of Reserve Bank India, websites and other published sources. 

 

III. DATA ANALYSIS AND INTERPRETATION 

Du Pont analysis divides net operating profits into two multiple components: profit margin and asset 

turnover. This analysis is a common type of financial statement analysis. These two accounting ratios 

measure two different structures and therefore have two different characteristics. Previous research 

has shown that changes in asset sales are positively linked to changes in future income. The analysis 

of Du Pont takes into account three indicators to determine a company's profitability: 

1. Return on Sales (ROS) or Net Profit Margin ratio 

2. Return on Equity (ROE), and. 

3. Return on Assets (ROA) 

DuPont model basically segregates the ROE into three parts:  

 Net Profit margin,  

 Total Assets Turnover and  

 Equity Multiplier. 

NET PROFIT MARGIN 

Net profit margin is a measure of the total profitability and also measures the profitability of the 

business on income. The margin of profit is the return of the assets of the company. The difference is 

between total income and total expenditure. 

Net Profit Margin= Net Profit/ Total Income 

Table -1: Net Profit Margin (NPM) 

(2007-08 to 2018-19) 

Year Net profit 

(Rs. in crores) 

Total Income 

(Rs. in crores) 

Net Profit 

margin 

(In %) 

2007-08 
1435.52 13864.52 

10.35 

2008-09 2227.2 17849.24 12.48 

2009-10 3058.33 19504.7 15.68 

2010-11 4241.68 24695.11 17.18 

2011-12 5006.96 33096.05 15.13 

2012-13 
4480.72 38827.27 

11.54 

2013-14 
4541.08 43402.45 

10.46 

2014-15 
3398.44 47365.56 

7.17 

2015-16 
-5,396 49060.14 

11.00 

2016-17 
1383.14 48957.99 

2.83 

2017-18 -2431.81 50305.69 -4.83 
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2018-19 
433.52 56065.1 

0.77 

Sum 
22378.78 442993.8 

119.43 

Average 1864.90 36916.15 9.95 

STDEV 
3120.04 14633.06 5.14 

CAGR 
-10 12 -0.20 

Source: Compiled from the annual reports of Bank of Baroda 

 

INTERPRETATION: 

Table 1 shows the Net profit, Total Income and Net Profit Margin of BOB in 2007-08 to 2018-19.  

The Net Profit in 2007-08 is Rs. 1435.52 crores, at the end of the study period 2018-19 it is Rs. 

433.52 crores and the average Net Profit is Rs.1864.90 crores. The Total Income in 2007-08 is Rs. 

13864.52 crores, which has been increasing, reported highest Rs. 56065.1 crores in 2018-19. The Net 

Profit Margin in 2007-08 is 10.35 %, later on, fluctuated and reported highest 17.18 % in 2010-11. 

The average Net Profit Margin ratio during the study period is 9.95 %, with a standard deviation of 

5.14%. 

The Net Profit margin varies between 0.77 % and 17.18 % and average Net Profit Margin is 9.95 % 

with standard deviation of 5.14. At the end of the study period the Net Profit margin very lowest 

means there is significant problem regarding this year to report lowest Net Profit margin. 

THE ASSET TURNOVER RATIO 

The asset turnover ratio is the ratio of a company's assets to its sales or revenues. It's a metric for 

how efficiently a company generates revenue from its assets. As a result, a company's asset turnover 

ratio can be used to forecast its performance. The higher the ratio is the more profitable. 

Formula: 

Asset Turnover = (Total Income/ Total Assets) 

Table – 2: Asset Turnover Ratio 

(2007-08 to 2018-19) 

Year 
Total Income 

(Rs. In  crores) 

Total Assets 

(Rs. In crores) 

Asset Turnover 

Ratio 

(In %) 

2008-09 13864.52 179599.5 7.72 

2008-09 17849.24 227406.7 7.85 

2009-10 19504.7 278316.7 7.01 

2010-11 24695.11 358397.2 6.89 

2011-12 33096.05 447321.5 7.40 

2012-13 38827.27 547135.4 7.10 

2013-14 43402.45 659504.5 6.58 

2014-15 47365.56 714988.6 6.62 

2015-16 49060.14 671376.5 7.31 

2016-17 48957.99 694875.4 7.05 

2017-18 50305.69 719999.8 6.99 

2018-19 56065.1 780987.4 7.18 

Sum 442993.8 6279909 85.69 

Average 36916.15 523325.8 7.14 

STDEV 14633.06 215530.6  

CAGR 12 14  

Source: Compiled from the annual reports of Bank of Baroda 

INTERPRETATION: 
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Table 2 shows the Total income, Total Assets and Assets turnover ratio of BOB from 2007-08 to 

2018-19.  The Total Income in 2007-08 is Rs. 13864.52 crores, which has been increasing, reported 

highest Rs. 56065.1 crores in 2018-19 and the average income is Rs. 36916.15 crores; the Standard 

deviation is Rs. 14633.06 crores and the CAGR is 12%. 

The table also shows the total assets of the Bank. The total assets in 2007-08 were Rs. 179599.5 

crores, end of the study period 2018-19 is Rs, 780987.4 crores, and average assets Rs. 523325.8 

crores. The standard deviation is Rs. 215530.6 crores and CAGR is 14 %. 

The Assets turnover ratio is 2008-09is highest at 7.85 %, later on fluctuated reported lowest 6.58 % 

in 2013-14 and at the end of the study period 2018-19 it is 7.18 %. The Average Asset turnover ratio 

during the study period is 7.14 %.So, we can conclude that the bank has regenerated the assets to 

generate income.It means on every Rs.100 worth of asset it is generating Rs.7.14 aggregate income 

every year. It should be better to generate at least Rs.10 on every Rs.100 worth of assets. 

 

EQUITY MULTIPLIER 

The third and final step of the DuPont model is the equity multiplier. Leverage ratio refers to the 

capital stock multiplier. It is a method of determining a company's financial leverage by evaluating 

its ability to use debt to fund its assets. 

Formula:  Equity Multiplier = Total Assets/ Stockholder's Equity  

Table – 3: Equity Multiplier 

(2007-08 to 2018-19) 

Year 

 

Total Assets 

(Rs. In crores) 

Shareholder’s Equity 

(Rs. In crores) 

Equity Multiplier 

(Rs. In crores) 

2007-08 179599.5 365.53 491.34 

2008-09 227406.7 365.53 622.13 

2009-10 278316.7 365.53 761.41 

2010-11 358397.2 392.81 912.39 

2011-12 447321.5 412.38 1084.73 

2012-13 547135.4 422.52 1294.93 

2013-14 659504.5 430.68 1531.31 

2014-15 714988.6 443.56 1611.93 

2015-16 671376.5 462.09 1452.91 

2016-17 694875.4 462.09 1503.77 

2017-18 719999.8 530.36 1357.57 

2018-19 780987.4 530.36 1472.56 

Sum 6279909 5183.44 14096.98 

Average 523325.8 431.95 1174.75 
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STDEV 215530.6 57.65  

CAGR 14 0.34  

Source: Compiled from the annual reports of Bank of Baroda 

 

INTERPRETATION: 

Table 3 shows the Total Assets, Shareholder’s equity and Equity multiplier ratio of BOB from 2007-

08 to 2018-19. The total assets in 2007-08 were Rs. 179599.5 crores, end of the study period 2018-

19 is Rs. 780987.4 crores, and average assets Rs. 523325.8 crores . The standard deviation is Rs. 

215530.6 crores and CAGR is 14 %.The Shareholder’s equity in 2007-08 is Rs. 365.53 crores, has 

reported the highest Rs. 530.36 crores at the end of the study period 2018-19. The average 

Shareholder’s equity is Rs.431.95 crores. The standard deviation of the Shareholder’s equity is 

Rs.57.65 crores and the CAGR is 0.34 % during the study period. The Equity multiplier ratio in 

2007-08 is 491.34 %; later on, it fluctuated and reported the highest 1611.93 % in 2014-15 and at the 

end of the study period, 2018-19 was 1472.56 %. The average Equity multiplier ratio during the 

study period is 1174.75 %. 

Being the equity multiplier ratio varies betweenRs. 491.34and Rs. 1611.93 and the average equity 

multiplier ratio during the study period is Rs.1174.75. Leverage ratio refers to the capital stock 

multiplier. It is a method of determining a company's financial leverage by evaluating its ability to 

use debt to fund its assets. 

 

RESULT OF DUPONT ANALYSIS OF BOB  

The following table 4  presents the summary of the results of ROE or Return on shareholders’ equity 

or Return on Net worth of BOB for the period 2008-09 to 2018-19, which has been calculated from 

the secondary data collected and compiled from all the annual reports of all the financial parameters 

required for the formulae. 

Table – 4: Summary of DUPONT Analysis of BOB, 

FY 2008-09 to 2018-19 

Year (A) NP Margin 
(B) Asset 

turnover 
(C) Equity Multiplier ROE 

 % Times (%) D=A/(B*C) 

2007-08 10.35 7.72 491.34 0.27 

2008-09 12.48 7.85 622.13 0.26 

2009-10 15.68 7.01 761.41 0.29 

2010-11 17.18 6.89 912.39 0.27 

2011-12 15.13 7.40 1084.73 0.19 

2012-13 11.54 7.10 1294.93 0.13 

2013-14 10.46 6.58 1531.31 0.10 
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2014-15 7.17 6.62 1611.93 0.07 

2015-16 11.00 7.31 1452.91 0.10 

2016-17 2.83 7.05 1503.77 0.03 

2017-18 4.83 6.99 1357.57 0.05 

2018-19 0.77 7.18 1472.56 0.01 

Sum 119.43 85.69 14096.98 0.01 

Average 9.95 7.14 1174.75 0.15 

STDEV 8.28 0.44 4.04  

CAGR -1.92 -0.01 0.09  

Source: Calculated and Compiled from the data collected from all the Annual reports of BOB 

 

INTERPRETATION: 

Table – 4: Shows Summary of DUPONT Analysis of BOB from 2007-08 to 2018-19. The NP 

Margin in 2007-08 was 10.35 %, increased to highest 17.18 % in 2010-2011, later gradually 

decreased to 0.77% in 2018-19. Asset turnover ratio in 2007-08 was 7.72 %, decreased to the lowest 

6.58 % in 2013-2014, fluctuated and reported 7.18 % in 2018-19. Equity multiplier ratio in 2007-08 

was 491.34 %, was highest 1611.93 % in 2014-15 and at the end of the study period 2018-19 it is 

1472.56 %. ROE in 2007-08 was 6.15 % and reported highest 266.35 % in 2018-19.  

The Return on Equity based on DUPONT analysis varies between 0.01 and 0.29 with an aggregate of 

0.15. It means the Return on Equity is 15 on the investors amount on the real owners i.e., equity 

shareholders. 

Table – 5: Return on Assets & Return on Average Assets 

(2007-08 to 2018-19) 

Year Return On Assets(In %) 
Return On Average 

Assets(In %) 

2007-08 0.80 0.89 

2008-09 0.98 1.10 

2009-10 1.10 1.21 

2010-11 1.18 1.33 

2011-12 1.12 1.24 

2012-13 0.82 0.90 

2013-14 0.69 0.75 

2014-15 0.48 0.49 

2015-16 -0.80 -0.78 
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2016-17 0.20 0.2 

2017-18 -0.34 -0.34 

2018-19 0.06 0.06 

Sum 6.29 7.05 

Average 0.52 0.59 

STDEV 0.63 0.67 

CAGR -0.21 -0.22 

Source: Compiled from the annual reports of Bank of Baroda. 

INTERPRETATION: 

Table 5 presents the Return on Assets of the bank from 2007-08 to 2018-19 financial years. During 

the study period in 2007-08, the Return on Assets was 0.80 %. It is 0.06 % at the end of the study 

period 2018-19. The average Return on Assets is 0.52 % with a Compound Annual Growth Rate 

(CAGR) of -0.21 %. The Standard Deviation (STDEV) of Return on Assets during the study period 

is 0.63. The table also shows the Return on Average Assets of the bank from 2007-08 to 2018-19 

financial years. During the study period in 2007-08, the Return on Average Assets was 0.89 %. It is 

0.06 % at the end of the study period 2018-19. The average Return on Average Assets is 0.59 % with 

a Compound Annual Growth Rate (CAGR) of -0.22 %. The Standard Deviation (STDEV) of Return 

on Average Assets during the study period is 0.67%. The average Return on Assets is less than the 

benchmark of 1 %. So, the bank has to increase its income to improve return on assets. 

The average Return on Average Assets is 0.59 %. The average Return on Assets is less than the 

benchmark of 1 %. So, the bank has to increase its income to improve return on assets. 

 

IV. FINDINGS 

1. The Net Profit margin varies between 0.77 % and 17.18 % and average Net Profit Margin is 

9.95 % with standard deviation of 5.14. At the end of the study period the Net Profit margin 

very lowest means there is significant problem regarding this year to report lowest Net Profit 

margin. 

2. The asset turnover ratio was representing here the relation between total assets and total 

income. The asset turnover ratio presenting as per every Rs.100 worth of asset it is generating 

Rs.7.14 aggregate income every year. It should be better to generate at least Rs.10 on every 

Rs.100 worth of assets. 

3. Being the equity multiplier ratio varies between Rs. 491.34 and Rs. 1611.93 and the average 

equity multiplier ratio during the study period is Rs.1174.75. Leverage ratio refers to the 

capital stock multiplier. It is a method of determining a company's financial leverage by 

evaluating its ability to use debt to fund its assets. 

4. The Return on Equity based on DUPONT analysis varies between 0.01 and 0.29 with an 

aggregate of 0.15. It means the Return on Equity is 15 on the investors amount on the real 

owners i.e., equity shareholders. 

5. The average Return on Average Assets is 0.59 %. The average Return on Assets is less than 

the benchmark of 1 %. So, the bank has to increase its income to improve return on assets. 

 

V. CONCLUSIONS 

1. This paper presents a model for the financial analysis of a bank based on the Du Pont analysis 

of the world systemic banks and Du Pont system of financial analysis as presented in 

Saunders (2000). Equity returns are supplied to share holders from banks who utilize share 

holders’ capital to offer loans to the banks clients. 
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2. To increase operating profits one bank must either increase sales (in a higher proportion than 

the cost of generating those sales) or reduce expenses. Since it is generally more difficult to 

increase sales than it is to reduce expenses, a small bank can try to lower expenses by 

offering innovating products and a big bank can do this by mergers and acquisitions. 

3. Further, BOB can determine if they are using deposits loans and investments wisely. The 

ROE and ROA indexes are the most comprehensive measure of profitability of a bank. It 

considers the operating and investing decisions made as well as the financing and tax-related 

decisions. 

4. The Du Pont mode is analysis that calculates the ROE ratio. The ROE ratio is decomposed in 

to net profit margin, total asset turnover and the equity multiplier. The DuPont model also 

show us how many times ROE ratio is bigger than the ROA ratio. In its simplest form, we 

can say that if a bank wants to improve the ROE ratio the only choices has is to increase 

operating profits, become more efficient in using existing assets to generate sales, recapitalize 

to make better use of debt and/or better control the cost of deposit and lending money.  
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Abstract 

The main field of this work is to study the overall financial position of Bank of Baroda with the help 

of Du Pont analysis. To achieve the goal, this study has measured the ratios of ROE, ROA applying 

the DuPont analysis, which has been demonstrated with tables to show the change periodically. It is 

concluded from the study that, the parameters of ROE, ROI are showing comprehensive measures. 

The financial performance of BOB might be studied by several researchers all over India. The 

DuPont Analysis measures the wealth of the Owners, Investors with the ROE index, and the 

management's effectiveness with the ROA index, and one index affect the other. It is compared to the 

formation of a comparable size over a period of time. 

Key Words: Financial performance, Profitability, DUPONT, ROA, Bank of Baroda, ROI and ROE. 

 

I. INTRODUCTION 

The DuPont analysis also known as the DuPont identity or DuPont Model is a framework for 

analyzing fundamental performance popularized by the DuPont Corporation. DuPont analysis is a 

useful technique used to decompose the different drivers of return on equity (ROE). The 

decomposition of ROE allows investors to focus on the key metrics of financial performance 

individually to identify strengths and weaknesses. 

The analysis of the financial statements of a business includes besides the selection ofthe appropriate 

index and the comparison, without which the resulting conclusions donot have any meaning and 

most probably they do not lead to the correct explanation. 

The comparison makes sense when it is done in relation to time and in relation to 

thesimilarbusinessesorthesector.Thisdoublecomparisongivesthecapabilityofamore correct 

explanation of the indexes and consequently of the business condition (Papoulias, 2000). 

Profitability of banks is measured mainly by two ratios. The Return on Equity (ROE) that increase 

the wealth of the shareholders and the Return on Assets (ROA) that show to the investors how cable 

is the bank management to yield earnings and how profitably use the hole assets of the bank. 

Saunders (2000) provides a model of financial analysis for financial institutions that is based on the 

DuPont system of financial analysis return on equity model. The return on equity model 

disaggregates performance into the three components that determine return on equity: net profit 

margin, total asset turnover, and the equity multiplier. The profit margin allows the financial analyst 

to evaluate the income statement and the components of the income statement. Total asset turnover 

allows the financial analysis to evaluate the left-hand side of the balance sheet which is composed of 

the asset accounts. The equity multiplier allows the financial analyst to evaluate the right-hand side 

of the balance sheet which is composed of liabilities and owner’s equity. 

Return on equity analysis provides a system for planning (budgeting) in addition to analyzing the 

financial institution’s performance. The net profit margin allows the analyst to develop a pro for 

income statement. An abbreviated income statement would be composed of net income equal to 

revenues minus expenses. The financial planner can determine the projected revenue level needed to 

meet the target net 

 

II. RESEARCH METHOLDOLOGY 

The research methodology means the way the research has been taken place to do the 

research work. It consists of objectives of study, scope of study and collection of data etc. 
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A).OBEJECTIVES OF THE STUDY 

1. To study the financial performance of Bank of Baroda with the help of DUPONT analysis 

2. To draw conclusions emerged from the study and offer appropriate suggestions. 

 

B). SCOPE OF THE STUDY 

The scope of the study is confined to financial performance of Bank of Baroda from 2007-08 to 

2018-19. The study was focused financial performance with the help of Return on Equity, Return on 

Investment and DUPONT analysis. 

C). COLLECTION OF DATA 

The necessary data was collected from the secondary sources such as annual reports of Bank of 

Baroda, publications of Reserve Bank India, websites and other published sources. 

 

III. DATA ANALYSIS AND INTERPRETATION 

Du Pont analysis divides net operating profits into two multiple components: profit margin and asset 

turnover. This analysis is a common type of financial statement analysis. These two accounting ratios 

measure two different structures and therefore have two different characteristics. Previous research 

has shown that changes in asset sales are positively linked to changes in future income. The analysis 

of Du Pont takes into account three indicators to determine a company's profitability: 

1. Return on Sales (ROS) or Net Profit Margin ratio 

2. Return on Equity (ROE), and. 

3. Return on Assets (ROA) 

DuPont model basically segregates the ROE into three parts:  

 Net Profit margin,  

 Total Assets Turnover and  

 Equity Multiplier. 

NET PROFIT MARGIN 

Net profit margin is a measure of the total profitability and also measures the profitability of the 

business on income. The margin of profit is the return of the assets of the company. The difference is 

between total income and total expenditure. 

Net Profit Margin= Net Profit/ Total Income 

Table -1: Net Profit Margin (NPM) 

(2007-08 to 2018-19) 

Year Net profit 

(Rs. in crores) 

Total Income 

(Rs. in crores) 

Net Profit 

margin 

(In %) 

2007-08 
1435.52 13864.52 

10.35 

2008-09 2227.2 17849.24 12.48 

2009-10 3058.33 19504.7 15.68 

2010-11 4241.68 24695.11 17.18 

2011-12 5006.96 33096.05 15.13 

2012-13 
4480.72 38827.27 

11.54 

2013-14 
4541.08 43402.45 

10.46 

2014-15 
3398.44 47365.56 

7.17 

2015-16 
-5,396 49060.14 

11.00 

2016-17 
1383.14 48957.99 

2.83 

2017-18 -2431.81 50305.69 -4.83 
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2018-19 
433.52 56065.1 

0.77 

Sum 
22378.78 442993.8 

119.43 

Average 1864.90 36916.15 9.95 

STDEV 
3120.04 14633.06 5.14 

CAGR 
-10 12 -0.20 

Source: Compiled from the annual reports of Bank of Baroda 

 

INTERPRETATION: 

Table 1 shows the Net profit, Total Income and Net Profit Margin of BOB in 2007-08 to 2018-19.  

The Net Profit in 2007-08 is Rs. 1435.52 crores, at the end of the study period 2018-19 it is Rs. 

433.52 crores and the average Net Profit is Rs.1864.90 crores. The Total Income in 2007-08 is Rs. 

13864.52 crores, which has been increasing, reported highest Rs. 56065.1 crores in 2018-19. The Net 

Profit Margin in 2007-08 is 10.35 %, later on, fluctuated and reported highest 17.18 % in 2010-11. 

The average Net Profit Margin ratio during the study period is 9.95 %, with a standard deviation of 

5.14%. 

The Net Profit margin varies between 0.77 % and 17.18 % and average Net Profit Margin is 9.95 % 

with standard deviation of 5.14. At the end of the study period the Net Profit margin very lowest 

means there is significant problem regarding this year to report lowest Net Profit margin. 

THE ASSET TURNOVER RATIO 

The asset turnover ratio is the ratio of a company's assets to its sales or revenues. It's a metric for 

how efficiently a company generates revenue from its assets. As a result, a company's asset turnover 

ratio can be used to forecast its performance. The higher the ratio is the more profitable. 

Formula: 

Asset Turnover = (Total Income/ Total Assets) 

Table – 2: Asset Turnover Ratio 

(2007-08 to 2018-19) 

Year 
Total Income 

(Rs. In  crores) 

Total Assets 

(Rs. In crores) 

Asset Turnover 

Ratio 

(In %) 

2008-09 13864.52 179599.5 7.72 

2008-09 17849.24 227406.7 7.85 

2009-10 19504.7 278316.7 7.01 

2010-11 24695.11 358397.2 6.89 

2011-12 33096.05 447321.5 7.40 

2012-13 38827.27 547135.4 7.10 

2013-14 43402.45 659504.5 6.58 

2014-15 47365.56 714988.6 6.62 

2015-16 49060.14 671376.5 7.31 

2016-17 48957.99 694875.4 7.05 

2017-18 50305.69 719999.8 6.99 

2018-19 56065.1 780987.4 7.18 

Sum 442993.8 6279909 85.69 

Average 36916.15 523325.8 7.14 

STDEV 14633.06 215530.6  

CAGR 12 14  

Source: Compiled from the annual reports of Bank of Baroda 

INTERPRETATION: 
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Table 2 shows the Total income, Total Assets and Assets turnover ratio of BOB from 2007-08 to 

2018-19.  The Total Income in 2007-08 is Rs. 13864.52 crores, which has been increasing, reported 

highest Rs. 56065.1 crores in 2018-19 and the average income is Rs. 36916.15 crores; the Standard 

deviation is Rs. 14633.06 crores and the CAGR is 12%. 

The table also shows the total assets of the Bank. The total assets in 2007-08 were Rs. 179599.5 

crores, end of the study period 2018-19 is Rs, 780987.4 crores, and average assets Rs. 523325.8 

crores. The standard deviation is Rs. 215530.6 crores and CAGR is 14 %. 

The Assets turnover ratio is 2008-09is highest at 7.85 %, later on fluctuated reported lowest 6.58 % 

in 2013-14 and at the end of the study period 2018-19 it is 7.18 %. The Average Asset turnover ratio 

during the study period is 7.14 %.So, we can conclude that the bank has regenerated the assets to 

generate income.It means on every Rs.100 worth of asset it is generating Rs.7.14 aggregate income 

every year. It should be better to generate at least Rs.10 on every Rs.100 worth of assets. 

 

EQUITY MULTIPLIER 

The third and final step of the DuPont model is the equity multiplier. Leverage ratio refers to the 

capital stock multiplier. It is a method of determining a company's financial leverage by evaluating 

its ability to use debt to fund its assets. 

Formula:  Equity Multiplier = Total Assets/ Stockholder's Equity  

Table – 3: Equity Multiplier 

(2007-08 to 2018-19) 

Year 

 

Total Assets 

(Rs. In crores) 

Shareholder’s Equity 

(Rs. In crores) 

Equity Multiplier 

(Rs. In crores) 

2007-08 179599.5 365.53 491.34 

2008-09 227406.7 365.53 622.13 

2009-10 278316.7 365.53 761.41 

2010-11 358397.2 392.81 912.39 

2011-12 447321.5 412.38 1084.73 

2012-13 547135.4 422.52 1294.93 

2013-14 659504.5 430.68 1531.31 

2014-15 714988.6 443.56 1611.93 

2015-16 671376.5 462.09 1452.91 

2016-17 694875.4 462.09 1503.77 

2017-18 719999.8 530.36 1357.57 

2018-19 780987.4 530.36 1472.56 

Sum 6279909 5183.44 14096.98 

Average 523325.8 431.95 1174.75 
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STDEV 215530.6 57.65  

CAGR 14 0.34  

Source: Compiled from the annual reports of Bank of Baroda 

 

INTERPRETATION: 

Table 3 shows the Total Assets, Shareholder’s equity and Equity multiplier ratio of BOB from 2007-

08 to 2018-19. The total assets in 2007-08 were Rs. 179599.5 crores, end of the study period 2018-

19 is Rs. 780987.4 crores, and average assets Rs. 523325.8 crores . The standard deviation is Rs. 

215530.6 crores and CAGR is 14 %.The Shareholder’s equity in 2007-08 is Rs. 365.53 crores, has 

reported the highest Rs. 530.36 crores at the end of the study period 2018-19. The average 

Shareholder’s equity is Rs.431.95 crores. The standard deviation of the Shareholder’s equity is 

Rs.57.65 crores and the CAGR is 0.34 % during the study period. The Equity multiplier ratio in 

2007-08 is 491.34 %; later on, it fluctuated and reported the highest 1611.93 % in 2014-15 and at the 

end of the study period, 2018-19 was 1472.56 %. The average Equity multiplier ratio during the 

study period is 1174.75 %. 

Being the equity multiplier ratio varies betweenRs. 491.34and Rs. 1611.93 and the average equity 

multiplier ratio during the study period is Rs.1174.75. Leverage ratio refers to the capital stock 

multiplier. It is a method of determining a company's financial leverage by evaluating its ability to 

use debt to fund its assets. 

 

RESULT OF DUPONT ANALYSIS OF BOB  

The following table 4  presents the summary of the results of ROE or Return on shareholders’ equity 

or Return on Net worth of BOB for the period 2008-09 to 2018-19, which has been calculated from 

the secondary data collected and compiled from all the annual reports of all the financial parameters 

required for the formulae. 

Table – 4: Summary of DUPONT Analysis of BOB, 

FY 2008-09 to 2018-19 

Year (A) NP Margin 
(B) Asset 

turnover 
(C) Equity Multiplier ROE 

 % Times (%) D=A/(B*C) 

2007-08 10.35 7.72 491.34 0.27 

2008-09 12.48 7.85 622.13 0.26 

2009-10 15.68 7.01 761.41 0.29 

2010-11 17.18 6.89 912.39 0.27 

2011-12 15.13 7.40 1084.73 0.19 

2012-13 11.54 7.10 1294.93 0.13 

2013-14 10.46 6.58 1531.31 0.10 
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2014-15 7.17 6.62 1611.93 0.07 

2015-16 11.00 7.31 1452.91 0.10 

2016-17 2.83 7.05 1503.77 0.03 

2017-18 4.83 6.99 1357.57 0.05 

2018-19 0.77 7.18 1472.56 0.01 

Sum 119.43 85.69 14096.98 0.01 

Average 9.95 7.14 1174.75 0.15 

STDEV 8.28 0.44 4.04  

CAGR -1.92 -0.01 0.09  

Source: Calculated and Compiled from the data collected from all the Annual reports of BOB 

 

INTERPRETATION: 

Table – 4: Shows Summary of DUPONT Analysis of BOB from 2007-08 to 2018-19. The NP 

Margin in 2007-08 was 10.35 %, increased to highest 17.18 % in 2010-2011, later gradually 

decreased to 0.77% in 2018-19. Asset turnover ratio in 2007-08 was 7.72 %, decreased to the lowest 

6.58 % in 2013-2014, fluctuated and reported 7.18 % in 2018-19. Equity multiplier ratio in 2007-08 

was 491.34 %, was highest 1611.93 % in 2014-15 and at the end of the study period 2018-19 it is 

1472.56 %. ROE in 2007-08 was 6.15 % and reported highest 266.35 % in 2018-19.  

The Return on Equity based on DUPONT analysis varies between 0.01 and 0.29 with an aggregate of 

0.15. It means the Return on Equity is 15 on the investors amount on the real owners i.e., equity 

shareholders. 

Table – 5: Return on Assets & Return on Average Assets 

(2007-08 to 2018-19) 

Year Return On Assets(In %) 
Return On Average 

Assets(In %) 

2007-08 0.80 0.89 

2008-09 0.98 1.10 

2009-10 1.10 1.21 

2010-11 1.18 1.33 

2011-12 1.12 1.24 

2012-13 0.82 0.90 

2013-14 0.69 0.75 

2014-15 0.48 0.49 

2015-16 -0.80 -0.78 
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2016-17 0.20 0.2 

2017-18 -0.34 -0.34 

2018-19 0.06 0.06 

Sum 6.29 7.05 

Average 0.52 0.59 

STDEV 0.63 0.67 

CAGR -0.21 -0.22 

Source: Compiled from the annual reports of Bank of Baroda. 

INTERPRETATION: 

Table 5 presents the Return on Assets of the bank from 2007-08 to 2018-19 financial years. During 

the study period in 2007-08, the Return on Assets was 0.80 %. It is 0.06 % at the end of the study 

period 2018-19. The average Return on Assets is 0.52 % with a Compound Annual Growth Rate 

(CAGR) of -0.21 %. The Standard Deviation (STDEV) of Return on Assets during the study period 

is 0.63. The table also shows the Return on Average Assets of the bank from 2007-08 to 2018-19 

financial years. During the study period in 2007-08, the Return on Average Assets was 0.89 %. It is 

0.06 % at the end of the study period 2018-19. The average Return on Average Assets is 0.59 % with 

a Compound Annual Growth Rate (CAGR) of -0.22 %. The Standard Deviation (STDEV) of Return 

on Average Assets during the study period is 0.67%. The average Return on Assets is less than the 

benchmark of 1 %. So, the bank has to increase its income to improve return on assets. 

The average Return on Average Assets is 0.59 %. The average Return on Assets is less than the 

benchmark of 1 %. So, the bank has to increase its income to improve return on assets. 

 

IV. FINDINGS 

1. The Net Profit margin varies between 0.77 % and 17.18 % and average Net Profit Margin is 

9.95 % with standard deviation of 5.14. At the end of the study period the Net Profit margin 

very lowest means there is significant problem regarding this year to report lowest Net Profit 

margin. 

2. The asset turnover ratio was representing here the relation between total assets and total 

income. The asset turnover ratio presenting as per every Rs.100 worth of asset it is generating 

Rs.7.14 aggregate income every year. It should be better to generate at least Rs.10 on every 

Rs.100 worth of assets. 

3. Being the equity multiplier ratio varies between Rs. 491.34 and Rs. 1611.93 and the average 

equity multiplier ratio during the study period is Rs.1174.75. Leverage ratio refers to the 

capital stock multiplier. It is a method of determining a company's financial leverage by 

evaluating its ability to use debt to fund its assets. 

4. The Return on Equity based on DUPONT analysis varies between 0.01 and 0.29 with an 

aggregate of 0.15. It means the Return on Equity is 15 on the investors amount on the real 

owners i.e., equity shareholders. 

5. The average Return on Average Assets is 0.59 %. The average Return on Assets is less than 

the benchmark of 1 %. So, the bank has to increase its income to improve return on assets. 

 

V. CONCLUSIONS 

1. This paper presents a model for the financial analysis of a bank based on the Du Pont analysis 

of the world systemic banks and Du Pont system of financial analysis as presented in 

Saunders (2000). Equity returns are supplied to share holders from banks who utilize share 

holders’ capital to offer loans to the banks clients. 
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2. To increase operating profits one bank must either increase sales (in a higher proportion than 

the cost of generating those sales) or reduce expenses. Since it is generally more difficult to 

increase sales than it is to reduce expenses, a small bank can try to lower expenses by 

offering innovating products and a big bank can do this by mergers and acquisitions. 

3. Further, BOB can determine if they are using deposits loans and investments wisely. The 

ROE and ROA indexes are the most comprehensive measure of profitability of a bank. It 

considers the operating and investing decisions made as well as the financing and tax-related 

decisions. 

4. The Du Pont mode is analysis that calculates the ROE ratio. The ROE ratio is decomposed in 

to net profit margin, total asset turnover and the equity multiplier. The DuPont model also 

show us how many times ROE ratio is bigger than the ROA ratio. In its simplest form, we 

can say that if a bank wants to improve the ROE ratio the only choices has is to increase 

operating profits, become more efficient in using existing assets to generate sales, recapitalize 

to make better use of debt and/or better control the cost of deposit and lending money.  
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ABSTRACT 

 

Internet-based communication and content-creation tools like social networking sites are widely used today. This 

data is often unreliable because it has not been checked for accuracy. There have been studies conducted on 

validating data, however they are typically restricted to very narrow cases. Hence, a more generic and adaptable 

design that is not tied to any particular social media network is required. We offer a framework to instantly and 

automatically analyze the trustworthiness of social media posts at the text, user, and social levels. Front-end, a 

light client proposed as a web plug-in for any browser; back-end, which implements the logic of the credibility 

model; and a module for third-party services make up the overall design of our framework. As a proof of concept, 

we create a framework for analyzing tweets for CREdibility and call it TCREo (Twitter CREdibility analysis 

framework). The key contributions of this work are the general framework design, an integrated credibility model 

that can be adapted to different social networks, and T-CREo, a proof of concept that proves the utility of the 

framework.As per outcomes of  T-CREo is a highly scalable real-time service, demonstrating the framework's 

applicability and allowing evaluation of its performance for unstructured information sources. T-CREo 

implementation will be enhanced in the future to give a solid framework for the creation of third-party 

applications, and the credibility model will be expanded to take into account bots detection, semantic analysis, 

and multimedia analysis. 

Keywords:twitter,svm,random forest.KNN,Decistion tree, Logistic regression 
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1. INTRODUCTION 

 

Nowadays, users mostly utilize social media platforms like Facebook, Twitter, and Instagram to share and read 

content related to a wide range of interests. This facilitates the free exchange of knowledge that has applications 

ranging from the dissemination of daily news and international events to the creation of cutting-edge technologies 

[1]-[3]. In the early 21st century, the proliferation of social media and other Internet platforms that enable people 

to connect, exchange, and generate content without explicit references to sources led to the creation of an 

enormous amount of data now known as Big Data. It might be challenging to use and interpret this data because it 

is often not documented or confirmed. Therefore, the idea of credibility, defined as the degree to which one has 

faith in (the veracity of) another person, thing, or process [4] has become crucial in many fields and points of 

view, including those of information technology, business, communications, journalism, information retrieval, 

and human-computer interaction, to name just a few. [5], [6]. 

 

Existing works, however, can only be used for credibility analysis in certain contexts (e.g., for a specific social 

platform, for a particular application). The extraction strategies used to acquire the information to feed the 

credibility models and the factors considered to determine credibility (e.g., qualities of the posts or of users who 

submitted them, the text of the posts, user social effect) vary among these publications (i.e., web scraping1 or 

API). That's why it's important to have a platform-agnostic, general-purpose architecture that can meet the 

specific needs of users and programmers. 

 

To address these issues, we offer a system that can instantly and automatically evaluate the veracity of social 

network posts. Our earlier work [4] proposed a credibility model consisting of a publication-credibility analysis 

that can be adapted to different social networks; this model is instantiated in the framework. Text Credibility 

(determined via text analysis), User Credibility (determined via user account parameters such as creation date and 

verified account status), and Social Credibility make up the model's foundations . In this paper, we outline the 

framework's overall design and show how it may be put to use with unstructured information sources by using 

Twitter, one of the most popular social media platforms, as an example. 

 

The following are some of the primary features of our proposed technique architecture that set it apart from prior 

works: 

It automatically and in real-time performs credibility analysis; It consists of a front-end, which is suggested as a 

web plug-in to be incorporated on any browser, and a decoupled back-end which accesses the information needed 

for the credibility model via web scraping and social media API; Users/developers can configure the system to 

base the gathered information only with web scraping or integrating the use of the available API. 
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As proof of concept, we create TCREO (Twitter credibility analysis framework), the first version of the suggested 

system. T-CREO analyzes the trustworthiness of tweets in real time as a Google Chrome extension. According to 

the research reported in [7], around 500,000,000 tweets are posted daily on Twitter. As a result, research into the 

evaluation of trustworthiness in this setting has grown popular in recent years [8, 11]. Many studies [4, 8, 11, 12] 

and more comprehensive studies [13–18] have proposed frameworks for automatically and in real-time doing 

credibility analysis on Twitter. We provide a qualitative comparison of our solution to the state-of-the-art and 

demonstrate the performance evaluation of T-CREO across a range of situations and input parameters. According 

to the findings, T-CREO performs at a level that makes it suitable for use as a real-time, highly scalable service. 

In conclusion, the main contributions of this work are I the design of a framework to automatically perform 

credibility analysis on social networks in real time; (ii) the integration of a credibility model adaptable to different 

social networks into the structure; and (iii) T-CREO as a proof of concept that illustrates the applicability of the 

framework and allows a comparison study with current systems and an assessment of its performance. 

 

2. LITERATURE SURVEY: 

Current works take into account the extraction and analysis of various sorts of data to determine social media 

trustworthiness. Hence, other credibility concepts have been proposed [8, 9, 11, 19, 20]. Taking cues from these 

studies, we provide the following taxonomy of social network credibility terms: • Text Credibility (Post 

Credibility): evaluates the text's veracity and reliability in general [8] or in relation to a specific issue [11]. Natural 

language processing and other text-analysis methods are used to arrive at this conclusion (NLP). • User 

Credibility: determines the trustworthiness of a user account given its defining characteristics. For example, if the 

user's age is known, the age of the account might be used to determine the age of the user. A publication's social 

credibility can be determined using available information that represent the social influence of the user account 

and the post itself in relation to other users. This applies to publications on any topic. Followers, follows, and 

retweets are only some of the metrics used to determine this. • Subject Credibility assesses how widely believed 

the text's subject matter or referenced event is. NLP and sentiment analysis methods are commonly used for this 

purpose, and they allow us to determine whether or not a piece of text is relevant to a given topic. All of these 

criteria of credibility add up to an overall assessment of the reliability of a piece of writing found in a social 

information source, but they aren't always taken into account together. In addition, most of the publications that 

have been published so far [4, 8, 11, 12, 20] simply reveal how the credibility model is implemented in a 

particular setting. 2 Our study centers on proposing and describing a general architecture to facilitate this 

procedure, and so Volume 4, 2016 of IEEE Access, Volume 9, Issue 19, February 2021. This is crucial for 

determining if the proposed method can be used in practical, time-sensitive situations. Existing research has also 

addressed the question of where the metrics used to determine credibility come from. While some of these 
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methods rely on the application programming interfaces (APIs) of social media platforms [19, 21], others rely on 

web scraping [23–26]. While online scraping offers far more flexibility than social network APIs, it also requires 

more effort and must be changed whenever the HTML structure changes. For credibility analysis [27] or to collect 

an endless volume of tweets [28], there have been few recent publications that compare both extraction 

approaches in Twitter. Research that proposes a structure, an architecture, or a method for assessing 

trustworthiness in online communities is more closely related to our own. Although our proposed architecture is 

adaptable to many social networks, we limit ourselves to Twitter here because that's where we'll be implementing 

it. We evaluate them in terms of the weighted believability levels, information extraction method, and usefulness 

in practical settings. A. Twitter Analysis Tools for Reputability While other works have presented architectures 

for real-time Twitter data analytics ([21], [22], [29–31]) or for pre-processing data for sentiment analysis ([32], 

for example), our focus here is on credibility analysis, which is outside the purview of these other works. Several 

research propose offline systems that can examine the veracity of tweets when requested by the user [33] or using 

previously collected data [34], [35]; these systems do not provide real-time veracity analysis. In [33], two 

methods are given for determining a topic's credibility: one uses the tweet's favorable and negative sentiments 

about the issue to determine its credibility, while the other uses the author's knowledge to determine its credibility. 

The system is made up of four parts plus a database of tweet opinions: The tweet sender/receiver is an interactive 

front-end module that takes user input and returns a result; the tweet credibility calculator module uses the tweet 

opinion classifier to determine both the topic and the opinion of a given tweet; and finally, it uses the tweet 

opinion database, which contains tweets collected by the tweet collector module and labeled with a topic-opinion 

label, to perform a majority decision on contradictory opinions in the same topic. Hoaxy [34] is a website that 

keeps tabs on the circulation of fake news across social media. The primary objective of this effort is to aid 

scholars, journalists, and the general public in keeping tabs on the spread of disinformation and the verification 

processes that surround it online. The system consists of a database (which also serves as a repository) and an 

analysis dashboard, as well as monitors (which include a URL tracker, scrapy spider, and an RSS parser). Web 

scraping, web syndication, and, where available, APIs from social networking platforms are used to compile data 

from the system's two primary sources, news websites and social media. The collected information is then 

evaluated to determine both the similarities and differences in the ways that users disseminate false information 

and the results of fact checks. These systems are not able to facilitate real-time analysis because they are off-line. 

In [35], the authors offer a method for identifying SOFNs through the analysis of the trustworthiness of tweets 

using graph Machine Learning. The Twitter API is used to collect data on user attributes (such as creation time, 

name, default profile, default profile image, favorites, statuses, and descriptions), the social graph of users 

(followers/following graph), and subject annotations. These features are used as inputs to binary Machine 

Learning classifier models for SOFN prediction. Other similar works have developed architectural frameworks 

for conducting real-time Twitter credibility assessments. [13]–[18]. In [13], we see an implementation of an 
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automated credibility assessment system for Twitter posts about news in Arabic. Together with the material itself, 

this method also evaluates the user account itself, taking into account things like its verified quality and 

Twittergrader.com score (i.e., text, user, and social credibility levels). Number of followers, impact of those 

followers, updates, news credibility, relationship between followers and following, and dedication are all factors 

that Twittergrader.com considers when calculating an account's overall authority and influence. The Twitter API 

underpins a four-part architecture that includes text pre-processing, feature extraction and computation, credibility 

calculation, and credibility assignment and rating. Described in [14] and [15], respectively, TweetCred and 

CredFinder are two useful solutions presented as Google Chrome plugins that determine a tweet's credibility in 

real time by analyzing its text, properties (such as publication time and source), and social influence. Twitter's 

application programming interface is used by both. The back-end of TweetCred [14] is in charge of calculating 

credibility scores by accessing the Twitter API to retrieve information about individual tweets and by using a 

Support Vector Machine (SVM) prediction model; the front-end is a local interface embedded in the Google 

Chrome browser, from which the tweets' IDs are scraped and sent to the back-end, and in which the credibility 

scores are displayed. Considerations such as the tweet's text (metadata and content) and social information about 

the person (e.g., followers, following) and the tweet's context are used to determine the tweet's trustworthiness 

(e.g., retweets, mentions). CredFinder [15] has a web-based backend and a frontend in the form of a Google 

Chrome extension. The former pulls tweets from Twitter searches and user timelines in real time, while the latter 

is built on four pillars: reputation, trustworthiness, user experience, and a rating algorithm for features. Tweets 

and their meta-data (the time of posting, the author name, the number of followers, the number of friends, the 

hash tags or mentions, etc.) are collected using the Twitter streaming API, VOLUME 4, 2016 3 IEEE 

Access,Volume:9,Issue Date:19.February.2021 et al. The algorithm that determines one's trustworthiness uses all 

of these factors as input. In [16], a different web interface structure is offered, this time as a web plug-in system. 

The goal is to assess the reliability of tweets about a certain topic in near-real time. The entailment, neutrality, or 

contradiction status of each tweet is determined just by analyzing the tweet's language. To help users determine 

the tweet's legitimacy, the system displays a selection of relevant news articles. Tweets are collected using the 

Twitter API, URLs mentioned in tweets are obtained using web scraping, and relevant articles and news headlines 

are located using the Bing news API. A credibility analysis paradigm for Twitter data is proposed in [17], along 

with catastrophe situation awareness. Using a database containing post text and external URLs, this approach can 

instantly determine the topic-level credibility (i.e., emergency situations) of a tweet by analyzing the content, 

connected URLs, number of retweets, and location data. A greater credibility score for an event therefore means 

that more people have tweeted about it, linked to it, and retweeted it. Information about tweets and their locations 

is gathered using the Twitter API and the Google Maps Geocoding API, respectively. The text is first assessed by 

the event identification module, which looks for terms that match with keywords that characterize a certain event 

(i.e., a disaster crisis issue), and then the credibility module determines how reliable the content is. In [18], we 
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learn about a technique developed more recently for instantaneous credibility evaluation. This system uses neural 

network models to analyze texts and user profiles in search of potentially fraudulent content and users. The 

number of pertinent words and the sentiment score are two measures of text credibility alongside the number of 

retweets, follows, and favorites (i.e. social impact) (i.e., the text content is analyzed). The trustworthiness of a 

Twitter user is determined by looking at their location, URL, whether or not the account has been verified, the 

account's geolocation, the account's creation date, and the user's most recent 20 tweets. These statistics are 

retrieved via the Twitter API. The system has a leaning module, a credibility module, and a module for 

monitoring tweets and users. 

 

3. SYSTEM ARCHITECTURE 

 

 

 

 

 

4. ALGORITHEMS 

4.1Decision tree classifiers 

 

Successful applications of decision tree classifiers can be found in a wide range of disciplines. The ability to 

extract descriptive decision-making knowledge from the provided data is their primary strength. From training 

data, a decision tree can be constructed. The following is the technique for generating such a set given a set (S) of 

objects, each of which belongs to a class (C1, C2,..., Ck): 
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First, the decision tree for set S will have a single leaf labeled with the class Ci if all the items in S belong to that 

class. 

Step 2. If not, then T is a test with results O1, O2,..., On. This test divides the set S into sets S1, S2,... Sn, where 

each object in Si has an outcome Oi for T. Since there is only one possible result for T, each object in S has an 

outcome Oi. T is the starting point for the decision tree, and for each possible outcome Oi, we construct a child 

decision tree by iteratively applying the same technique to the collection s. 

 

4.2 Gradient boosting  

The machine learning method of gradient boosting can be applied to a variety of problems, including 

classification and regression. A weak prediction model, such as a decision tree, is provided as part of an ensemble 

of such models. [1][2] Gradient-boosted trees is the resulting technique where a decision tree is the weak learner; 

it typically performs better than random forest. While similar to other boosting methods in that it involves a 

staged construction process, gradient-boosted trees generalizes these approaches by permitting the optimization of 

any differentiable loss function. 

 

 

 

Classifies based on a similarity measure K-Nearest Neighbors (KNN) is a simple but powerful classification 

technique. 

Does not "learn" until the test example is provided; is non-parametric; and employs lazy learning. 

In order to categorize new data, we look for its K-nearest neighbors in the training data. 

 

4.3Logistic regression Classifiers 

The goal of logistic regression analysis is to determine which factors best explain a categorical dependent 

variable. When the value of the dependent variable may only take on two possible forms, such as 0 and 1, Yes and 

No, etc., the statistical technique is referred to as logistic regression. When the dependant variable can take on at 

least three distinct values—for example, marital status—it is referred to as multinomial logistic regression. The 

dependent variable is measured differently than in multiple regression, although the process otherwise functions 

similarly. 

 

Analyzing categorical response variables, logistic regression competes with discriminant analysis. Logistic 

regression, in the opinion of many statisticians, is more flexible and appropriate for modeling most situations than 
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discriminant analysis. This is because, unlike discriminant analysis, logistic regression does not require the 

independent variables to be regularly distributed. 

 

Logistic regression, both binary and multinomial, can be calculated in this software using either numerical or 

categorical independent variables. The regression equation, likelihood, likelihood ratio, confidence interval, odds 

ratio, and standard deviation are all reported. A full residual analysis is carried out, complete with diagnostic 

residual reports and charts. It can search for the optimal regression model using the fewest number of independent 

variables, a process known as independent variable subset selection. You can use the ROC curves and confidence 

intervals on anticipated values to zero in on the optimal classification threshold. By automatically labeling rows 

that were not included in the analysis, it helps you verify your findings. 

 

4.4 Naïve Bayes 

The naive bayes approach is a type of supervised learning that operates under the assumption that the presence or 

lack of a feature in a class has no bearing on the presence or absence of any other feature. 

Nonetheless, its apparent strength and effectiveness belie this. Its efficacy is on par with that of similar supervised 

learning methods. There are a number of explanations put out in the published works. In this guide, we focus on a 

justification that makes use of the representation bias. Like linear discriminant analysis, logistic regression, and 

linear support vector machines (SVMs), the naive bayes classifier is a type of linear classifier (support vector 

machine). The key distinction is in how the classifier's parameters are estimated (the learning bias). 

 

Although the Naive Bayes classifier sees extensive use in academia, it has not caught on with practitioners who 

seek actionable insights. The researchers observed that, on the one hand, it is relatively simple to construct and 

apply, that its parameters are straightforward to estimate, that it can learn quickly even from very big databases, 

and that it provides reasonable accuracy when compared to alternative methods. But, the end users do not get a 

model that is simple to grasp and implement, and they do not see the value in using this method. 

 

As a result, we show the results of the learning process in a fresh way. Both deployment and comprehension of 

the classifier are simplified. Part one of this course covers the naive bayes classifier's theoretical foundations. The 

method is then applied to a dataset using Tanagra. Results (model parameters) are compared to those found using 

various linear methods, including logistic regression, linear discriminant analysis, and linear support vector 

machine. The results are very consistent, as we have noted. This is largely responsible for the method's superior 

performance when compared to others. In the following section, we apply many programs to the same data set 

(Weka 3.6.0, R 2.9.2, Knime 2.1.1, Orange 2.0b and RapidMiner 4.6.0). Our primary goal is to comprehend the 

findings. 
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4.5 Random Forest  

Decision trees are the backbone of many machine learning algorithms, and random forests, also known as random 

decision forests, are an ensemble learning method for classification, regression, and other tasks. The output of a 

random forest is the class chosen by the majority of trees, which is useful for classification tasks. When 

performing a regression job, the average or mean forecast from each tree is returned. Decision trees' tendency to 

overfit to their training set is mitigated by random decision forests. While they are superior to choice trees, 

random forests are less precise than gradient enhanced trees. However, its functionality may be impacted by data 

properties. 

In 1995, Tin Kam Ho[1] developed the first algorithm for random decision forests by employing the random 

subspace method, which, in Ho's terminology, is a means of putting into practice Eugene Kleinberg's "stochastic 

discrimination" approach to classification. 

In 2006, Leo Breiman and Adele Cutler trademarked "Random Forests," an expansion of the algorithm they had 

devised (as of 2019, owned by Minitab, Inc.). 

To build a set of decision trees with limited variation, the extension combines Breiman's "bagging" approach with 

random feature selection, which was first suggested by Ho[1] and then independently by Amit and Geman[13]. 

Because of its ability to provide reliable predictions across a large variety of data types with minimal 

configuration, random forests are widely employed as "blackbox" models in enterprises. 

 

 

4.6 SVM 

A discriminant machine learning technique seeks to accurately predict labels for newly acquired instances by 

utilizing a training dataset that is both independent and identically distributed (iid). In contrast to the conditional 

probability distribution computations required by generative machine learning methods, a discriminant 

classification function simply accepts a data point x and assigns it to one of the classes involved in the 

classification task. Discriminant approaches require less computational resources and less training data, especially 

for a multidimensional feature space and when only posterior probabilities are needed, but they are less powerful 

than generative approaches, which are typically used when prediction involves outlier detection. Learning a 

classifier is geometrically comparable to solving an equation for a multidimensional surface that optimally divides 

the feature space into distinct classes. 

 

SVM is a discriminant approach that, unlike genetic algorithms (GAs) and perceptrons, always returns the same 

optimal hyperplane value since it solves the convex optimization issue analytically. The solutions for perceptrons 

are quite sensitive to the parameters used to start and stop the process. While the perceptron and GA classifier 
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models are different every time training is begun, the SVM model parameters for a given training set are uniquely 

determined for a single kernel that translates the data from the input space to the feature space. As the goal of both 

GAs and perceptrons is to achieve the lowest possible training error, there will be multiple hyperplanes that 

satisfies this criterion. 

 

4.7 Results: 

 

Table1: algorithems comparison 

 

 

 

 

 

Figure 2:Comaprision graph 

 

 

5.CONCLUSIONS 

 

                     In this work, we propose a general architecture of a framework for credibility analysis in social 

media based on a general credibility model. The framework is capable of calculating credibility on any social 

media in real-time, combining web-scraping and social media APIs to gather the parameters needed to instantiate 
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the credibility model. A proof of concept, for a specific use case of Twitter and to show the feasibility of the 

proposed architecture, named TCREO (Twitter credibility analysis framework), is developed and tested to 

evaluate its performance. Results show that our proposed framework can be implemented as a real time service 

and the scalability is ensured by increasing the level of concurrency. This experience allows outlining some 

suggestions to improve overall performance for high capacity servers. The modularity and simplicity of T-CREO, 

and the use of the credibility model, enable the creation of a real-time service; however, the connection time 

(latency) can be a determining factor, that might be considered in the deployment of the system.  

 

                      Our future research is focused on the improvement of TCREO, starting with the suggestions from 

Section VI, such as the implementation of several instances or multi-threaded versions of the back-end to improve 

the performance, keep an external database of posts to overcome API limitations, and incorporate credibility 

analysis in other social platforms, to provide a robust architecture to the community for the development of third-

party applications. We also plan to extend the credibility model by considering bots detection, semantic analysis 

of the text, and multimedia data analysis. 
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Abstract 
The capability to forecast the performance trends of the students holds great significance in the field of education. Predictive analytics, using 
various data-driven methods, can help educators and institutions identify struggling students early on, tailor teaching methods to individual 
learning styles, and implement targeted interventions to improve overall academic outcomes. The suggested Data Mining (DM) methods for 
predicting the final grades of students using their past data are a valuable and realistic approach in the field of education. DM is a powerful 
method that involves the discovery of patterns and relationships within large datasets, and it can be particularly beneficial in predicting student 
performance and understanding the factors that influence academic outcomes. The use of three eminent DM methods (Naive Bayes, Random 
Forest, and Decision Tree) in experimental studies on two educational data-sets can yield precious approaching into student performance and 
academic outcomes. This result indicates that data mining methods can be valuable tools for educators and educational institutions to gain 
deeper insights into student outcomes and make informed decisions to improve teaching and learning practices. 
 
Keywords: DM, student performance forecast, and classification 

 
 

1. Introduction 
The increasing availability of online systems in education and 
the abundance of student digital data have opened up new 
possibilities for leveraging data mining techniques [14, 16] to 
draw rules and forecasts about student’s academic 
performance and outcomes. The accumulation of educational 
and informative data on a large scale often referred to as big 
data, enables researchers and educators to get deeper views 
into various aspects of student education and success. 
The study's main focus is to estimate the scholars’ successes 
at the end of the year by utilizing scholar data from two 
Portuguese schools. The eventual objective of this paper is to 
create a prediction model that can forecast the students' final 
grades [12], with the intention of assisting educators in 
identifying and supporting children who may be at risk of 
academic challenges or underperforming. 
To achieve accurate predictions, the researchers applied 
several data preprocessing processes. Data preprocessing [13] 
is an essential step in DM and machine learning (ML), as it 
helps clean, transform, and prepares the data for analysis. The 
data preprocessing steps likely aimed to get better the quality 
of the data and ensure that the predictive model is reliable and 
effective. 
Common data preprocessing techniques that might have been 
applied in the study include: 
Data Cleaning: The researchers likely removed any noisy or 
irrelevant data points, corrected errors, and handled missing 
values to ensure the dataset is of high quality. 
Feature Selection: Feature selection engages choosing the 
most relevant features (variables) from the dataset that have 
the most significant impact on the final grades. This helps 

reduce computational complexity and improve model 
performance. 
Feature Scaling: Feature scaling is employed to normalize 
the data so that features with different scales do not affect the 
model disproportionately. 
Data Transformation: The researchers might have applied 
data transformations such as normalization, logarithmic 
transformations, or categorical encoding to make the data 
more suitable for the chosen predictive model. 
Data Splitting: The dataset is typically divided into training 
and testing sets to train the predictive model on one portion of 
the data and evaluate its performance on unseen data. 
Model Selection: Various predictive models, such as decision 
trees, random forests, naive Bayes, or others, may have been 
evaluated to recognize the most appropriate model for 
forecasting the students' final grades. 
Model Evaluation: The predictive model's accuracy and 
performance were likely assessed by measurements, including 
recall, precision, accuracy or F1-score to find out its 
efficiency in predicting student outcomes. 
The application of these data preprocessing techniques can 
significantly enhance the accuracy of the predictive model, 
ensuring that the educators receive reliable insights into 
student performance. By identifying students at risk of 
underperforming early on, educators can take proactive 
measures [17] and interventions to provide the necessary 
support, ultimately leading to improved educational 
outcomes. Additionally, the study's findings may contribute to 
the broader field of educational research and inform the 
development of tailored strategies to address the specific 
needs of students in secondary education. 
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2. Related Work 
Forecasting students' educational performance [6, 7, 8] is a 
crucial area of focus in educational data mining, and 
technological advancements have played a significant role in 
enabling more accurate and effective predictions. The rise of 
e-Learning platforms and the integration of multimedia 
technologies have transformed the landscape of education, 
offering various benefits to both educators and students. 
Technological advancements, including e-Learning platforms 
and multimedia technologies, have revolutionized education, 
and provided valuable data for educational data mining. 
Predicting academic performance using DM techniques is an 
important research area that can significantly contribute to 
improving educational outcomes [17] and supporting both 
educators and students in achieving their goals. 
The rise of online course teachings and the increasing 
prevalence of online communications and collaborative 
activities in schools have resulted in a significant increase in 
digital data within the education field. Costa's work [3] in 2017 
highlighted the importance of data related to student failure 
rates, which raised crucial questions and concerns among 
educators regarding failure prediction. 
The increase in the volume of data in training databases 
presents challenges when estimating students' performances. 
However, various techniques [5, 1] can be employed to 
effectively handle and analyze this large volume of data. 
Descriptive statistical analysis is able to give essential 
Knowledge about the data, but more sophisticated methods 
are required to make meaningful predictions and early 
identifications of student performance.  
The exponential growth of automated data from universities 
presents a pressing essential to extract significant information 
from these vast volumes of data. Traditional methods of data 
analysis may not be sufficient to handle such large datasets, 
making data mining techniques invaluable for obtaining 
valuable insights and improving the quality of education 
developments. 
DM procedures and algorithms have been widely useful in 
numerous and learning fields, offering valuable insights and 
predictive capabilities [2, 4]. Researchers have discovered the 
potential of DM methods in different domains of education. 
These studies have targeted different levels of education, 
ranging from high school students to higher education 
institutions. 
 
3. Methods 
The increase in digitalization has led to an explosion of data 
in virtually every field, including education. While having 
access to vast amounts of data is valuable, it becomes even 
more meaningful when we know how to extract meaningful 
insights and information from it [18]. DM, as a subset of ML, 
aims to do precisely that. In the context of education, DM 
plays a crucial role in leveraging the available data to make 
informed predictions and decisions about future educational 
outcomes [10, 11]. By applying numerous machine learning 
techniques to educational data, DM allows us to establish 
relationships between different variables, identify patterns, 
and make accurate predictions. 
i). Naive Bayes Classifiers (NBC): NBC is a type of 

probabilistic algorithms commonly used for classification 
tasks in machine learning [16]. They are based on Bayes' 
theorem, a basic idea in probability theory and calculates 
the probability of an event happening based on the 
occurrence of related events. The key principle behind 

Naive Bayes classifiers is the assumption of conditional 
independence among the features used for classification.  

ii). Decision Tree Algorithm (DTA): DTA is a well-liked 
ML algorithm that uses a tree-like graph structure to 
make decisions based on features or attributes of the data. 
Each node in the tree denotes an attribute or feature, and 
each branch denotes a decision or result, based on that 
feature [15]. Decision trees are widely used in various 
applications due to their simplicity, interpretability, and 
ability to model complex decision-making processes. 
They are particularly useful when the goal is to 
understand and explain the reasoning behind predictions, 
making them a valuable tool in this study's context. 

iii). Random Forest (RF): RF is an aggregation learning 
technique, meaning it forms multiple models (decision 
trees) and merges their predictions to make a final 
prediction. This ensemble approach often results in more 
robust and accurate predictions compared to using a 
single model. It is a common and powerful ensemble 
learning algorithm that creates a collection of decision 
trees through randomization and bagging [14]. By 
combining the predictions of multiple decision trees, 
Random Forest achieves higher accuracy and stability, 
making it a valuable tool for various classification tasks 
in machine learning. 
The work-flow of a DM model for classification in the 
context of educational data analysis is shown in Figure 1. 
The process involves several steps, including feature 
selection, classification model building, model 
evaluation, and prediction for new student data. The 
iterative nature of the workflow, with feedback from the 
evaluation phase, allows for continuous improvement of 
the model's performance and adaptability to changing 
data patterns. This data mining model can be a powerful 
tool for educational institutions seeking to enhance 
student outcomes and optimize educational processes.  

 

 
 

Fig 1: Structure of the DM model 
 
4. Results and Experimental Analysis 
To evaluate the performance of the classification models, we 
employed 10-fold cross-validation. Cross-validation is a re-
sampling technique that helps assess how well the model will 
generalize to new, unseen data. 
The Classification Accuracy (C.A) or correctness is a metric 
utilized to estimate the performance of a classification model. 
It measures or finds the percentage of properly classified 
instances out of the overall instances in the given data-set. 
The formula for Classification Accuracy (C.A) is: 
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C.A=[No. of Correctly Classified Instances/Total No. of Insta
nces]×100 

 
In this formula: 
● "Number of Correctly Classified Instances" refers to the 

count of instances that were correctly predicted by the 
classification model. These are instances where the 
predicted class label matches the true class label. 

● "Total Number of Instances" represents the total number 
of instances in the dataset, i.e., the sum of correctly 
classified instances and misclassified instances. 

● The result is usually expressed as a percentage, indicating 
the proportion of correctly predicted instances over the 
entire dataset. 

 
i). Data-Set Information 
In this research, we utilized two publicly available datasets to 
forecast student performances. Both data-sets were gathered 
from two Portuguese minor education schools. The datasets 
comprise data concerning student grades and diverse 
demographic, social, and school-related characteristics. 
By leveraging these datasets and conducting data mining and 
machine learning analyses, to gain insights into the factors 
influencing student performance and develop predictive 
models that can accurately predict academic outcomes for 
students in both Mathematics and Portuguese language 
lessons. Such insights can be valuable for educators and 
policymakers to tailor interventions and support strategies to 
improve student success and academic achievement in 
secondary education settings. 
ii). Data Preprocessing Technique 
The final grades of the students in the raw data-set, are 
represented as integer values in the range of 0 to 20, where 0 
indicates the poorest grade and 20 represents the greatest 
score. However, for certain analysis and prediction tasks, it is 
often more convenient to work with categorical values rather 
than continuous numeric values. Therefore, they transformed 
the final grades into categorical values using two dissimilar 
grading schemes: five-level and binary grading. 
Five-Level Grading System: In the five-level grading system, 
the continuous numeric values of the final grades (ranging 
from 0 to 20) were grouped into five distinct categories or 
levels. These levels may represent different performance 
levels, such as "Excellent," "Good," "Average," "Below 
Average," and "Poor." The specific grade ranges for each 
level were defined based on the grading policy. 
Binary Grading System: In the binary grading system, the 
final grades were further simplified into two categories: 
"Pass" and "Fail." Students with final grades above a certain 
threshold (e.g., passing grade) were assigned to the "Pass" 
category, while those with grades below the threshold were 
categorized as "Fail." 
 

Table 1: Five-level grading categories. 
 

1 2 3 4 5 
very g00d Fine Acceptable Enough Fail 

16–2O 14–15 12–13 1O–11 O–9 
A B C D F 

 
iii). Experimental Results 
Before classification and according to two dissimilar grading 
schemes, we have formed two versions of both the 
mathematics and Portuguese data-sets by categorizing the 
final grade attribute. This preprocessing step allows for a 

comparison of the results obtained from these different 
versions, Offering valuable perspectives on how the grading 
system influences the effectiveness of the classification 
models. 
The availability of two versions for each dataset (mathematics 
and Portuguese) with both binary and five-level grading 
systems presents an opportunity for a comparative analysis.  
We compared the performance of mentioned algorithms for 
instance random forest, decision tree, and naive Bayes on 
both the grading versions of the Portuguese data-set. 
The results of the experiment, as shown in Table 2, indicated 
the following: 
Five-Level Grading Version: When using the fivе-levеl 
grading vеrsion of the Portuguesе datasеt (where the final 
grade was categorized into five performance levels), the best 
performance was achieved with the random forest algorithm. 
The accuracy rate for this version was reported as 75.35%. 
Binary Grading Version: However, when the final grade of 
the Portuguese dataset was categorized into a binary form, 
representing "passing" or "failing," the accuracy rate 
significantly enhanced. For the binary grading version of the 
dataset, the random forest algorithm achieved an accuracy 
rate of 95.27%. 
The comparison between the two grading versions revealed 
that the binary grading version led to a substantial 
improvement in the accuracy rate for the random forest 
algorithm. This suggests that the binary grading system may 
provide a more suitable and effective representation of the 
student performance for the prediction task. 
The significant increase in accuracy with the binary grading 
version could be attributed to several factors such as 
Simplification of Classes, Class Imbalance, Generalization 
and Decision Boundary. 
Table 2 shows the classification accuracy rates for the 
Portuguese lesson dataset using three classification 
algorithms. The accuracy values are provided for both the 
five-level grading version and the binary label dataset version. 
 
Table 2: Accuracy rates of classification for the data-set containing 

Portuguese lesson data. 
 

Name of the 
Algorithm 

Five-Level Grading 
Accuracy 

Binary Grading 
Accuracy 

DTA 67.80% 91.37% 
RF 75.35% 95.27% 

NBC 68.26% 88.44% 
 
Among the five-level grading version of the Portuguese 
lesson dataset, the Decision Tree algorithm (J48) yielded the 
highest accuracy rate of 75.35%. In the binary grading version 
of the Portuguese lesson data-set, the Random Forest 
ensemble method achieved the best accuracy rate of 95.27%. 
 
Table 3: Accuracy rates of classification for the data-set containing 

mathematics lesson data. 
 

Name of the 
Algorithm 

Five-Level Grading 
Accuracy 

Binary Grading 
Accuracy 

DTA 73.42% 89.11% 
RF 71.14% 91.39% 
NB 70.38% 86.33% 

 
In the five-level grading version of the Mathematics lesson 
dataset, the best accuracy rate of 73.42% was achieved using 
the Decision Tree algorithm (J48).In the binary grading 
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version of the Mathematics lesson dataset, the Random Forest 
ensemble method showed the best performance, with an 
accuracy rate of 91.39%. 
Overall, the results indicate that the Random Forest algorithm 
performed remarkably well in both the Portuguese and 
Mathematics lesson datasets, especially in the binary grading 
versions, where it achieved the highest accuracy rates among 
the three algorithms. The Decision Tree Algorithm also 
demonstrated competitive performance, particularly in the 
five-level grading versions of both datasets.  
These findings can help guide the selection of appropriate 
algorithms and grading systems for predicting student 
performances effectively in educational settings. 
 
5. Conclusions and Recommendations for future work 
This research suggests the DM methods to forecast the final 
grades of students using their past data. The main goal is to 
build predictive models that can accurately map student 
features to their final grades. To achieve this, we compared 
the performance of three famous classification techniques 
such as naive Bayes, random forest, and decision tree. The 
research findings could help educators and educational 
institutions get precious approaches into predicting student 
performance and identifying at-risk students. This research 
could contribute to the advancement of educational DM and 
provide important guidance for educators in utilizing 
predictive models to enhance the teaching and learning 
process. 
In future research and applications of data mining for 
predicting student performance, there are several avenues for 
exploration and improvement, including feature selection 
methods, classification algorithms and deep learning. By 
exploring these directions and incorporating advanced 
techniques, future research in educational data mining can 
continue to advance our understanding of student 
performance and contribute to more effective and 
personalized educational interventions. 
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Abstract  

The present rate of economic growth is unsustainable 

without saving of fossil energy like crude oil, natural 

gas, or coal. There are many alternatives to fossil energy 

such as biomass, hydropower, and wind energy. Also, 

suitable waste management strategy is another important 

aspect. Development and modernization have brought 

about a huge increase in the production of all kinds of 

commodities, which indirectly generate waste. Plastics 

have been one of the materials because of their wide 

range of applications due to versatility and relatively 

low cost. 

Some 299 million tons of plastics were produced in 

2013, representing a 4 percent increase over 2012. 

Recovery and recycling, however, remain insufficient, 

and millions of tons of plastics end up in landfills and 

oceans each year Approximately 10 to 20 million tons 

of plastic end up in the oceans each year. A recent study 

conservatively estimated that 5.25 trillion plastic 

particles weighing a total of 268,940 tons are currently 

floating in the world’s oceans. And since plastic being a 

non-biodegradable material it remains into the soil, 

thereby polluting the environment. 

Our Project deals with the extraction of OIL/DIESEL 

from the waste plastics termed as PLASTIC 

PYROLYZED OIL which can be marketed at much 

cheaper rates compared to that present in the market. As 

we know that both Plastics and Petroleum derived fuels 

are Hydrocarbons that contain the elements of Carbon & 

Hydrogen. Pyrolysis process becomes an option of 

waste-to-energy technology to deliver bio-fuel to 

replace fossil fuel. The advantage of the pyrolysis 

process is its ability to handle unsorted and dirty plastic. 

The pre treatment of the material is easy. Plastic is 

needed to be sorted and dried. Pyrolysis is also non 

toxic or non environmental harmful emission unlike 

incineration. 

1. INTRODUCTION 

Plastic plays a vital role in enhancing the standard lives 

of human being for more than 50 years. It is a key of 

innovation of many products in various sectors such as 

construction, healthcare, electronic, automotive, 

packaging and others. The demand of commodity 

plastics has been increased due to the rapid growth of 

the world population. The global production of plastic 

has reached about 299 million tons in 2013 and has 

increased by 4% over 2012. The continuous rising of 

plastic demand led to the growing in waste 

accumulation every year. It was reported that 33 million 

tons of plastic waste are generated in the US based on 

2013 statistic. As in Europe, 25 million tons of plastic 

ended up in waste stream during the year of 2012. Based 

on the statistic established in Europe, about 38% of the 

plastic waste still went to the landfill, 26% were 

recycled while 36% were utilized for energy recovery. 

The continuous disposal of plastic in the landfill would 

definitely cause serious environmental problem 

Although plastic recycling able to reduce some amount 

of plastic waste, the more reliable and sustainable 

method has been established. Since high demand of 

plastics have been received each year, the reduction of 

fossil fuel such as coal, gas and especially petroleum 

that made up plastic itself has gained great interest of 

many researchers to discover and develop potential 

energy resources due to the rising in energy demand. 

Some of the new energy resources that have been 

explored include solar energy, wind power, geothermal 

and hydropower technology. Recently, the energy 

conversion from waste has been an intelligent way to 

fully utilize the waste to meet the increased energy 

demand. The conversion of plastics to valuable energy 

is possible as they are derived from petrochemical 

source, essentially having high calorific value. Hence, 

pyrolysis is one of the routes to waste minimization that 

has been gaining interest recently. 

pyrolysis:- 

 Pyrolysis is a process of chemically 

decomposing organic materials at elevated 

temperatures in the absence of oxygen. The 

process typically occurs at temperatures above 

430°C (800°F) and under pressure. It 

simultaneously involves the change of physical 

phase and chemical composition and is an 

irreversible process. 
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 Pyrolysis process becomes an option of waste 

to energy technology to deliver nibio-fuel to 

replace fossil fuel. The advantages of this 

process is its ability to handle unsort and dirty 

plastic. Plastic is needed tobe sorted and dried. 

 The whole process is done in a reactor or a 

vessel fabricated with the help of a catalyst for 

its sole purpose. 

 
Fig 1: Pyrolysis 

 

 

 

 

Pyrolysis of plastic waste: - 

 The pyrolysis of plastic starts with collection of 

plastic waste from surroundings and feeding 

them in to the vessel. 

 Continued by closing the vessel cap air tight 

followed by switching on the heating coils 

which is used to heat the vessel. 

 After constant heating the vessel at about 

430°C the heat and pressure developed inside 

vessel melts the plastic forming vapour. 

 The vapour from the vessel is to be collected or 

discharged directly into the water to condense 

it to oil form. 

 The condensed oil is to be collected and by 

purification process, the oil can be used along 

with diesel as a blend fuel for diesel engines. 

 

Fig 2: Pyrolysis of plastic waste 

2. LITERATURE REVIEW 

Chanashetty and Patil [1] have investigated fuel from 

waste plastic; they usedcondenser and reactor for 

pyrolysis process. They found this method is 

suitablefor large plastic seas problems and helping 

fuel storage by means of products asdiesel, kerosene, 

and lubricant oil. In this investigation, they used 

thewaste plasticas rigid film, sheet plastic, and 

expanded foam materials. 

Karad and Havalammanavar [2] investigated waste 

plastic to fuel, petrol, diesel,and kerosene by 

pyrolysis method on the temperature range 350–500 

°C and wasteplastic bags, food wrap, vegetable oil 

bottles, automotive parts garments bags, somecarpets 

refrigerated containers, and they concluded that it 

saves 1000000 species of oceanic life and green 

future. Due to eco-friendly, it is involved in Swachh 

Arunkumar and Nataraj [3] explored change of waste 

plastic into fuel oil within the sight of bentonite as an 

impetus and utilized materials condenser, reactor 

strategy ispyrolysis. It gives us outputs that are 

petrol, diesel, and fuel oil and inputs are PETbottles, 

shopping bags, plastic packages. They concluded that 

it provides perfectand green future and fuel 

efficiency, control of nitrogen, halogen, sulfur which 

ishazardous for human beings. 

Mathur et al. [4] investigated extraction of 

pyrolysisFuel from PlasticWaste: A Review 849oil 

from waste plastic where pyrolysis process isusing, 

and the waste plastic inlet isall the types of plastic 

and outputs arewaste oil and diesel fuel. It concludes 

that theprocess is carried out grade 5 types of plastic 

materials, 1.65 l of oil is obtained byusing 1.5 kg of 

plastic. 

Verma et al. [5] examined engine fuel creation from 

wasteplastic pyrolysis and execution advancement in 

a CI Motor with diesel mix. Inputsare every one of 

the sorts of waste plastic and yield plastic pyrolysis 

oil by utilizing 

pyrolysis technique. The materials are used: 

condenser, oil collector, furnace reactor,load 

controller, gas analyzer, fuel meter, dynamometer, 

andcomputer.The conclusionis plastic oil saves 40% 

blended with diesel without loss of power reduction 

in exhaust emission. 

Bezergini et al. [6] investigated alternate diesel from 

waste plastic by use of 

pyrolysis plant. The products are diesel fuel, heavy 

oils, naphtha, kerosene and inlets are bags, bottles, 

and liquid containers. They got the conclusion from 

investigationnearly 70–85% less production cost, and 

this method is promising alternate diesel fuel. 

Mustofa Kamal and Zainuri [7] researched green 

result of fluid fuel from plastic waste by pyrolysis at 

900 °C, where yields are fluid fuel and bays are 
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delicate destroyed plastic, drain bottles, cleanser 

parcels, water funnels receptacles Theyconcluded 

that in 900 °C of pyrolysis providing more calorific 

value of the fuelcompare to 425 °C, boric acid and 

cyclopentanoneis reduced at 900 °C. 

2.1PROBLEMSSTATEMENT 

Based on the above discussions it is noted that there 

are few reports available on theExtraction Of Fuel 

From Waste Plastic By Pyrolysis Process. This 

motivating me to conduct detailed study about the 

effect of waste plastic to produce a fuel by using the 

zeolite powder. The relevance of the present study is 

to improve the performance of blended biodiesel 

mixture in automobiles. The present work deals with 

the addition of prepared waste plastic and polymer to 

extract the fuel by adding the zeolite powder as 

catalyst. The performance and combustion 

characteristics such as flash point ,fire point 

,viscosity of the prepared fuel . 

 

 

 

 

 

 

 

 

3. METHODOLOGY 

 

Objectives: - 

 

The main objectives of this project are: 

•    To establish the basis for the development and 

implementation of waste plastics recycling with the 

application of environmentally sound technologies 

to promote resource conservation and greenhouse 

gases. 

•    To raise awareness in developing countries like 

INDIA on plastic waste and its possible reuse for 

conversion into diesel or fuel, this could be 

generated and marketed at cheaper rates compared 

to that of the available diesel or oil in the market. 

•    To reduce the dependency on gulf countries for 

fossil fuels, thereby contributing to the Economic 

growth of the country. 

Characteristics of pyrolytic oil: - 

Before looking at the process options for the 

conversion of plastic into oil products, it is worth 

considering the characteristics of these two 

materials, to identify where similarities exist, and 

the basic methods of conversion. The principal 

similarities are that they are made mostly of carbon 

and hydrogen, and that they are made of molecules 

that are formed in chains of carbon atoms. 

Plastic is a generic term for a wide range of 

polymers produced using highly refined fractions of 

crude oil, or chemicals derived from crude oil, 

known as monomers. Polymers are formed by the 

reaction of these monomers, which results in chain 

lengths of tens or hundreds of thousands of carbon 

atoms. Some polymers also contain oxygen 

polyethylene terephthalate, whereas others contain 

chlorine polyvinyl chloride. It is worth noting that 

only a small proportion of the crude oil processed in 

the world is used to produce the monomers 

e.g.ethane, propene, used in the manufacture of 

polymers e.g. polyethene, polypropylene. The 

similarity between oil products and plastics are 

explained. 

Process parameters condition: - 

Parameters play major role in optimizing the 

product yield and composition in any processes. 

In plastic pyrolysis, the key process parameters may 

influence the production of final end products such 

as liquid oil, gaseous and char. Those important 

parameters may be summarized as temperature, 

type of reactors, pressure, residence time, catalysts, 

type of fluidizing gas and its rate. The desired 

product can be achieved by controlling the 

parameters at different settings. In-depth 

discussions of the operating parameters are 

reviewed in the following subsections. 

4.EXPERIMENTAL SETUP 

Basic instruments used are 

 Pyrolysis chamber 
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 Temperature controller 

 Condenser 

 Temperature sensor 

 Heating coil 

 Insulator 

 Storage tank 

 Valve 

 Gas exit line 

 

 
Fig : Experimental set up 

REACTOR 

Type of reactor used: - 

The batch or semi-batch reactors are the best reactors 

to be used in thermal pyrolysis to obtain high liquid 

yield since the parameters can be easily controlled. 

However, these reactors were not suggested for 

catalytic pyrolysis in consideration of the potential 

coke formation on the catalyst outer surface that 

would disturb the overall product yield. In addition, 

batch operation was not suitable for large scale 

production since it required high operating cost for 

feedstock recharging and thus, it was more 

appropriate for laboratory experiment. 

 
Fig 4: Reactor 

Information about Catalyst 

The aim of this study was to determine the quality 

and applications of liquid oil produced by thermal 

and catalytic pyrolysis of polystyrene (PS) plastic 

waste by using a small pilot scale pyrolysis reactor. 

Thermal pyrolysis produced maximum liquid oil 

(80.8%) with gases (13%) and char (6.2%), while 

catalytic pyrolysis using synthetic and natural zeolite 

decreased the liquid oil yield (52%) with an increase 

in gases (17.7%) and char (30.1%) production. The 

lower yield but improved quality of liquid oil through 

catalytic pyrolysis are due to catalytic features of 

zeolites such as microporous structure and high BET 

surface area. The liquid oils,  

Both from thermal and catalytic pyrolysis consist of 

around 99% aromatic hydrocarbons, as further 

confirmed by GC-MS results. FT-IR analysis further 

showed chemical bonding and functional groups of 

mostly aromatic hydrocarbons, which is consistent 

with GC-MS results. The produced liquid oils can be 

suitable for energy generation and heating purposes 

after the removal of acid, solid residues and 

contaminants. Further upgrading of liquid oil and 

blending with diesel is required for its potential use 

as a transport fuel. 

 

 

 

 

Zeolite: - 

The lower yield but improved quality of liquid oil 

through catalyst pyrolysis are due to catalytic features 

of zeolites such as Microporous structure and high 

BET surface area. The liquid oils, both from thermal 

and catalytic pyrolysis consist of around 99% 

aromatic hydro carbons, as further confirmed by GC-

MS results. 

 
Fig : Zeolite Powder 
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Fig: Catalyst used Zeolite 

Equipment: 

 

 
 

 

 
 

 

 

 
Fig 4.3: Schematic Diagram 
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Assembly of PyrolysisSetup: - 

Assembly of the setup follows the fabrication and 

testing of the components required for the process. 

The stand is placed where the setup is to be 

installed so as to conduct the experiment. The 

experiment is performed outdoors for safety. The 

frame is carefully placed on the stand. The next step 

involves carefully installing the furnace and the 

insulation bricks. Then carefully place the furnace 

in the centre. The wires of the electric furnace are 

sealed in insulating material. Bricks are placed in 

the rest of the space surrounding the furnace. This 

ensures minimum heat loss from the furnace in all 

directions except the top. The frame lid is then used 

to cover the furnace inside the frame. The lid 

prevents heat loss. The penultimate step is inserting 

the heating chamber through the lid into the 

furnace. The final step of the assembly is placing 

the helical coil heat exchanger assembly on the 

stand. Final setup For performance of the 

experiment, the material selected is first added to 

the heating chamber. The next step is placing the 

heat sealing gasket between the flanges and 

fastening the flanges using nut bolting. The 

fasteners are tightened so that the gasket properly 

seals the flanges. No air leakage is tolerated as this 

may result into combustion of the polymers being 

used. The empty water tank is filled with water 

before starting the test. The water is filled so that 

the major part of the coil is immersed under water. 

This helps to increase the effectiveness in heat 

exchange. After final inspection the electric supply 

to the furnace is switched on and the experiment 

begins. A stopwatch is used so as to keep a track of 

observations with respect to time. After switching 

on the apparatus, approximately 15 minutes later it 

is observed that furnace starts heating considerably. 

This can be said as the hot fumes are seen rising up 

from the little gaps in the frame and the heating 

chamber. Approximately 40 minutes after the start 

it is observed that milky fumes are obtained from 

the outlet. Also the heat sealing gasket is seen to 

emit some fumes as it heats up. However these 

observations last for a few minutes until the entire 

setup attains high temperature 400°C. Using 1.5 kg 

of plastic in the experimentation 85 minutes after 

the start of the experiment it is observed that drops 

of oil start falling from the outlet. A funnel and a 

flask for oil collection are placed below the outlet. 

 

 
Fig : Final set of the experiment 

Fabrication and Analysis of Extracted Oil: - 

Once the raw fuel is obtained it is further subjected to 

distillation process so as to obtain the fuel i.e., diesel 

in its pure form by removing the impurities present in 

it which can be then tested into diesel engines for its 

efficiency. 

 
Fig : Burning of fuel (fire) 

 

 

 
Fig : Test of Fuel Characteristic 

After Producing Fuel: - 
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 The oil produced is to be tested for 

 Dynamic viscosity by Redwood viscometer 

 Flash point by pensky martins closed cup 

apparatus 

 Fire point by pensky martins closed cup 

apparatus 

 Calorific value by Bomb Caloriemeter. 

 

Testing of Zeolite: - 

 

Graph : Effect of temperature on catalytic degradation 

of polystyrene 

 

Graph: Polystyrene Weight loss in Different 

temperatures 

 

Effect of temperature on product yield: - 

 

The gases, liquids, and residues on the catalyst from 

the degradation experiment. The amounts of gaseous 

products were calculated by subtracting the sum of 

weights for liquids and residues, from the total 

weight of Polystyrene sample and fresh catalyst that 

was initially loaded to the reactor. Carbonaceous 

compounds adhering to the reactor body were 

dissolved in n-hexane and were measured as 

degradation residues. In all cases, the liquid oils were 

main products. From Table 6, it can be figured out 

that the amount of liquid products increase with 

temperature increase, while the residues decrease 

within the same condition. In low temperatures, the 

amount of catalyst residues was high (31 and 18 wt% 

in 350 and 370 C, ). However, these amounts are very 

small at higher temperatures. This indicates that the 

competitive cross-linking reactions take place first, 

especially in low temperatures; therefore, cracking of 

the resulting cross-linked polymer becomes more 

difficult. Even though the amount of liquid products 

is small in low temperatures, aromatics are the main 

liquid products. With the increase of temperature, the 

amount of aromatics increases slightly. 

 
Graph: Influence of catalyst on polystyrene   

 
Table : Product Yield from the catalytic pyrolysis of 

polystyrene 

 

 

RESULTS 

Throughout experiment we find the all-values flash 

point, fire point,four-point, kinematic viscosity, 

specific gravity, volatility, gross heating value 

SI NO SUBJECT Zeolite as 

catalyst 

liquid & fuel 

1 Flash point 40 

2 Fire point 50 

3 Pour point -12 

4 Kinematic 

viscosity 

1.167 

5 Specific 

gravity 

0.7673 

6 Gross 

heating value 

41.86 

2Advantages: - 

 Recycle energy of waste plastics into usable 

fuel 

 Crude oil & gas is used for generation of 

electricity 

 Environment pollution is controlled 

 

Limitations: - 
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1. High Carbon monoxide emissions compared to 

that of currently available diesel in the market. 

2. High emissions at lesser loads compared to that of 

higher load working engines. 

3. For efficient use of diesel grade fuel of waste 

plastic, blending it with normal diesel is necessary. 

 

Application of Project & Future Work: - 

 

 The obtained fuel could be utilized in diesel 

generators, vehicles such as tractors and also 

passenger vehicles such as cars. 

 The fuel has to be refined at the industrial 

establishments, based on the results of 

which small scale industry can be 

established. 

 As there is a high demand of crude oil and 

due to its sky reaching prices , we could take 

up this project to setup large or small scale 

industries and produce the fuel locally at 

much cheaper rates directly benefiting the 

National economy and also a step towards 

swachh Bharat by recycling the waste 

plastic. 

 The application of this project could help in 

reducing the dependency on the gulf 

countries and promote a step towards 

innovation 

CONCLUSION 

It is very difficult to find out alternative of plastic. 

Even plastic's demand is increasing every day as well 

as their waste. This project analysis has observed the 

use of waste plastics, a factory planning and its 

feasibility in Metropolitan City. It is easily assumed 

that, when the use of waste plastic will increase then 

the solid waste management will search more ways to 

find out to collect them. The implementation of this 

project can develop so many opportunities in the city. 

It can be a solution to control waste plastic, develop a 

new technique or idea, and detect the source of diesel 

for the country. India is such a country where this 

kind of project could be very promising and effective 

in the future. 

 The use of plastic pyrolysis oil in diesel engine in the 

aspect of technical and economical is compared and 

found that oil is able to replace the diesel oil. Though 

the plastic pyrolysis oil offers lower engine 

performance, the plastic waste amount is enormous 

and it needed to be process to reduce the 

environmental problems. Moreover, the engine can 

be modify follow the combustion condition of plastic 

pyrolysis oil. The waste plastic used in the process 

must be PE or PP or LDPE in order to protect the 

contamination of chlorine in the oil. 

 Thus thermal pyrolysis of mixed 

plastics leads to the production of fuel 

oil which is valuable resourse energy 

 It also reduce the problem of disposal of 

waste plastics pollution. 
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Abstract: 

Bulk material transportation requirements have 

continued to stress the belt conveyor industry to carry 

higher tonnages, larger distances and more diverse 

routes. In order to keep up these criteria significant 

technology advances have been incorporated in the 

field of the belt conveyor design, analysis and 

numerical simulation. The application of traditional 

components in nontraditional applications requiring 

horizontal curves and intermediate drives have 

changed and expanded belt conveyor possibilities. 

Examples of complex conveying applications along 

with the numerical tools required to insure reliability 

and availability will be reviewed. This work indicates 

the new developments in belt conveyor technology. 

The present work deals with the new trend in the 

field of belt conveyor system. A 360 degree rotating 

belt conveyor system has been designed for prototype 

operation and the details of the design, fabrication, 

modeling and economies of the rotating belt 

conveyor system is presented in this work. 

INTRODUCTION 

A conveyor system is a part of mechanical 

handling equipment that moves materials from 

one location to another. Conveyors are 

especially useful in applications involving the 

transportation of heavy or bulky materials. 

Conveyor systems allow quick and efficient 

transportation for a wide variety of materials, 

which make them very popular in the material 

handling and packaging Material handling is an 

important sector of industry, which is consuming 

a considerable proportion of the total power 

supply. Belt conveyors are being employed to 

form the most important parts of material 

handling systems because of their high 

efficiency of transportation. It is significant to 

reduce the energy consumption or energy cost of 

material handling sector. This task mainly 

depends on the improvement of the energy 

efficiency of belt conveyors. Now in industries 

only fixed type belt conveyors are available. But 

a prototype model of a 3600 rotating belt 

conveyor belt with updown mechanism is 

designed. 

 

 

 

Fig 1.1 : Line diagram of conveyor 

 

Throughout the world bulk materials handling 

operations perform a key function in a great number 
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and variety of industries. While the nature of the 

handling tasks and scale of operations vary from one 

floor to another and, on the international scene, from 

one country to another according to the industrial and 

economic base, the relative costs of storing and 

transporting bulk materials are, in the majority of 

cases, quite significant. It is important, therefore, that 

handling systems be designed and operated with a 

view to achieving maximum efficiency and 

reliability. Bulk material transportation requirements 

have continued to press the belt conveyor industry to 

carry higher tonnages some distances and more 

diverse routes. In ordered keep up, significant 

technology advances have been required in the field 

of system design, analysis and numerical simulation.  

The application of traditional components in non-

traditional applications requiring horizontal curves 

and intermediate drives have changed and expanded 

belt conveyor possibilities. Example of complex 

conveying applications along with numerical tools 

require insuring reliability and availability will be 

reviewed. The system design tools and methods used 

to put components together into unique conveyance 

system designed to solve ever expanding bulk 

material handling needs. In industry for material 

handling many fixed conveyor belt is required. So,the 

installation and maintenance charge of fixed 

conveyor belt is increased for solution of this 

problem. New creation is 360 degree rotating flexible 

conveyor belt. 

1.1OBJECTIVE: Now in industries only fixed type 

belt conveyor is available. But we will make the 

conveyor belt such that it can be rotate 360°and up-

down mechanism with proto type model.  

1.2PROBLEM STATEMENT: Now a days 

generally in industry Fix type belt conveyor system is 

available. But we will Make the conveyor belt such 

that it can be rotate360 degree& Up-Down 

Mechanism with prototype model. The system is 

designed and develop the system for safely store or 

insert the material in appropriate compartment. 

2. LITERATURE REVIEW  

Conveyors are durable and reliable components 

used in automated distribution and warehousing, 

as well as manufacturing and production 

facilities. In combination with computer-

controlled     pallet     handling     equipment     

this     allows     for      more efficient retail, 

wholesale, and manufacturing distribution. It is 

considered a labor saving system that allows 

large volumes to move rapidly through a 

process, allowing companies to ship or receive 

higher volumes with smaller storage space and 

with less labor expense.  

Rubber conveyor belts are commonly used to 

convey items with irregular bottom surfaces, 

small items that would fall in between rollers 

(e.g. a sushi conveyor bar), or bags of Product 

that would sag between rollers. Belt conveyors 

are generally fairly similar in construction 

consisting of a metal frame with rollers at either 

end of a flat metal bed. The belt is looped 

around each of the rollers and when one of the 

rollers is powered (by an electrical motor) the 

belting slides across the solid metal frame bed, 

moving the product. In heavy use applications 

the beds which the belting is pulled over are 

replaced with rollers. The rollers allow weight to 

be conveyed as they reduce the amount of 

friction generated from the heavier loading on 

the belting.  

Belt conveyors can now be manufactured with 

curved sections which use tapered rollers and 

curved belting to convey products around a 

corner. These conveyor systems are commonly 

used in postal sorting offices and airport 

baggage handling systems. A sandwich belt 

conveyor uses two conveyor belts, face-to-face, 

to firmly contain the item being carried, making 

steep incline and even vertical-lift runs 

achievable.  

Belt conveyors are the most commonly used 

powered conveyors because they are the most 

versatile and the least expensive.[citation 

needed] Product is conveyed directly on the belt 

so both regular and irregular shaped objects, 

large or small, light and heavy, can be 

transported successfully. These conveyors 

should use only the highest quality premium 

belting products, which reduces belt stretch and 

results in less maintenance for tension 

adjustments. Belt conveyors can be used to 

transport product in a straight line or through 
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changes in elevation or direction. In certain 

applications they can also be used for static 

accumulation or cartons.  

Material Handling involves the movement of 

materials from one place to another for the 

purpose of processing or storing. According to 

American Material Handling society,' Material 

Handling is an art and science of involving the 

movement, packing and storing of subsystems in 

any form. Thus material handling function 

includes all types of movements vertical, 

horizontal or combination of both and of all 

types of material fluid, semi fluid and discrete 

items and of movements required for packing 

and storing. The material handling function is 

considered as one of the most important 

activities of the production function as out of 

total time spent by the materials inside the plant 

area, about 20% of the time is utilized for actual 

processing on them while remaining 80 % of the 

time is spent in moving from one place to 

another, waiting for processing or finding place 

in sub-stores. Moreover about 20 % of the total 

production cost is traceable as material handling 

cost 

PROJECT BACKGROUND:-  

•One motor is connected with the shaft of the 

belt which will rotate the conveyor belt.  

•Two motors and two actuator will be use for 

making the up-down mechanism.  

•Two motor are connected with those actuator 

and when the motor will rotate the actuator will 

move in the up-down position.  

•One another motor is provided in the bottom of 

the base and the shaft will be connect to the 

clamp which is connected with that motor shaft 

with the help of brass coupling.  

•So with the help of this we can rotate the 

conveyor belt at 360°.  

•So with the help of this 360° rotated conveyor 

belt the material handling can be done easily at 

desired place 

3.WORKING 

One motor is connected with the shaft of the belt 

which will rotate the conveyor belt. Two motors 

and two actuators will be used for making the 

up-down mechanism. Two motor are connected 

with those actuators and when the motor will 

rotate the actuator will move in the up-down 

position. One another motor is provided in the 

bottom of the base and the shaft will be 

connecting to the clamp which is connected with 

that motor shaft with the help of brass coupling. 

So, with the help of this we can rotate the 

conveyor belt at 360°.So with the help of this 

360°rotated conveyor belt the material handling 

can be done easily at desired place. 

 
DESIGN CONSIDERATIONS:  

According to the design of an effective and 

efficient material handling system which will 

increase productivity and minimize cost, the 

guidelines normally followed are: 1)Designing 

the system for continuous flow of material (idle 

time should be zero)  

 

2)Going in for standard equipment which 

ensures low investment and flexibility  

 

3)Incorporating gravity flow in material flow 

System  

 

4)Ensuring that the ratio of the dead weight to 

the payload of material handling equipment is 

minimum  

 

WORKING OF CONVEYOR THROUGH 

IOT MOBILE CONTROL: 

Robo can be control from any where with IOT , 

we can give the commands through mobile 

android app this command send to the cloud , 

after that data in the cloud updated to the 

hardware microcontroller unit.  

When ever the controller receive the data from 

the cloud it executes the robotic operations like 

forward backward,leftr right and stop. 

Design Calculations:-  

 

Weight carrying Capacity: Capacity is the 

product of speed and belt cross sectional area.  

Generally, belt capacity B.C (kg/sec) is given as:  

The International journal of analytical and experimental modal analysis

Volume XIV, Issue VIII, August/2022

ISSN NO: 0886-9367

Page No: 51



BC =3.6A V ρ  

 

Where,  

A= belt sectional area (m2) ρ = material density 

(kg/m3) V= belt speed (m/s)  

Area of Belt  

 

A = Length x Width A  

= 815 x 100  

A = 81500 mm2  

 

A = 0.081500 m2. 1.2  

Belt Speed:  

 

V = 0.01745 m/sec.  

1.3 Density of Material:  

Ρ = Density of material Material used for Belt is 

flexible Plastic. Density of plastic is  

0.15 x 103 kg/m3. (Considered)  

C = 3.6 x A x V x ρ  

B.C = 3.6 x 0.081500m2 x 0.01745m/sec x 0.15 

x 103  

 

B.C = 0.767 Kg/sec.  

3.2Diameter of Roller (Drive Pulley):The roller 

support belt and facilitates easy as well as free 

rotation of the belt conveyor in all direction. The 

correct choice of roller diameter must take into 

consideration the belt width. The relationship 

between the maximum belt speed, roller 

diameter and the relative revolution per minute 

is give as  

Where,  

N = RPM of Belt  

V = Speed of Belt D = Dia. Of Roller  

D = 33.32 mm D = 34 mm.  

Power at Drive Pulley:-  

Where,  

T = Torque of Drive motor  

T = 2 kg.m 

T = 19.61 N.m 

Pp. = 20 Watt. Pp. = 0.02 Kw  

Belt Tension at Steady State:-  

Tss = 1.37 x F x L x g (2 x Mi + (2 x Mb + Mm) 

x cosθ) + H x g x Mm Where,  

Tss = Belt tension at steady state (N).  

F = Coefficient of friction (0.02).  

L = Conveyor length (m). (Conveyor belt is 

approximately half of the total belt length). = 

832mm = 0.832m.  

g = Acceleration due to gravity (9.81 m/sec2).  

Mi. = Load due to the idlers (Considering no 

load).  

Mb = Load due to belt (0.18304 kg).  

Mm=Load due to conveyed materials 

(Considering no load). θ = Inclination angle of 

the conveyor.  

H=Vertical height of the conveyor. 

EXPERIMENTAL PHOTOS 

 
Fig : base connected with motor 

 
Fig :Actuator 
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R.P.M Motor In The Bottom Of Base 

 
IOT PROGRAM CONTROL CHIP 

 

 

 
Fig : ROLLER 

 
  Fig : CONVEYOR BELT 
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Fig : FINAL PRODUCT 

CONCLUSION 

 
Considering the practical working conditions of 

the respective warehouse, we have reached a 

conclusion that it needs a directional conveyor 

system to regulate the workload at the place. It 

will help reducing the workload, human labour, 

mishandling, damage and injuries while loading 

and unloading of goods from the carrier vehicles 

to the desired stacking place and increase the 

efficiency of workplace. The design has 

comparatively more portability and utility for 

versatile tasks. Overall, the above deigned system 

would help out to solve the problem faced at the 

workplace to the maximum extent. So in all matter 

it is the better than fixed conveyor belt.  

• Low manufacturing cost of the equipment.  

• Easy to handle.  

• Less weight.  

• Compact in size.  

 

• Cost of checking the error is less.  

 

• All kinds of material can be handled.  

 

• Even a lay man can work in it.  

 

REFERENCES 

 

1.  “Recent Research Developments In 

Beltconveyor Technology”  

2. Sunderesh S. Heragu And Banuekren 

“Materials Handling System Design”  

3. Aniket.A. Jagtap Et Al [3] “Design Of 

Material Handling Equipment: Belt  

Conveyor System For Crushed 

Biomass Wood Using V Merge  

Conveying System” Ijmerr Vol. 4, No. 

2, April 2015 Issn 2278 – 0149  

4. Michael G. Kay [4] “Material Handling 

Equipment”  

5. “ABB-Process Industries Variable-

Speed Drives for Belt Conveyor 

Systems”, pp. 1-7, (2000).  

6. Anath K N and Rakesh V (2013), 

“Design and Selecting Proper 

Conveyor Belt”, Int.  

Journal of Advanced Technology, Vol. 

4, No. 2, pp. 43-49.  

7. Besser Service Bulletin (2006), 

“Conveyor Belt Basic Rules and 

Procedure for Tracking”, pp. 1- 

7.  

8. . “Conveyor Equipment Manufacturers 

Association (CEMA)”, Belt Conveyors 

for Bulk\ Materials, 6th Edition, pp. 

200-205  

9. Fenner Dunlop (2009), “Conveyor 

Handbook”, Conveyor Belting 

Australia, pp. 1-70.  

10.“Phoenix Conveyor Belt Systems”, 

Design Fundamentals Hamburg, pp. 1-16 

(2004).  

 

 
 

The International journal of analytical and experimental modal analysis

Volume XIV, Issue VIII, August/2022

ISSN NO: 0886-9367

Page No: 54



DESIGN AND THERMAL ANALYSIS OF STEAM BOILER 

USED IN POWER PLANTS 

 
Shahidul Islam

1
               Dr.Sanjeev Kumar Sajjan 

2 
               Dr.P.Srinivasulu 

3
 

1
M.Tech department of Mechanical Engineering, vaagdevi college of engineering (UGC autonomous) approved by 

AICTE & permanent affiliation to jntuh, hyderabad. p.o, bollikunta, Warangal urban- 506005 
2 
Assistant professor department of Mechanical Engineering,vaagdevi college of engineering (UGC autonomous) 

approved by AICTE & permanent affiliation to jntuh, hyderabad. p.o, bollikunta, Warangal urban- 506005.s 
3
Professor and Head of the department of Mechanical Engineering, vaagdevi college of engineering (UGC 

Autonomous) approved by AICTE & permanent affiliation to jntuh, hyderabad. p.o, bollikunta, Warangal urban- 

506005. 

Abstract: Steam boiler is a closed vessel in which 

water or other fluid is heated under pressure and the 

steam released out by the boiler is used for various 

heating applications. In this thesis the steam flow in 

steam boiler is modeled using CATIA parametric 

design software. The thesis will focus on thermal and 

CFD analysis with different inlet velocities (10, 25, 

35& 45m/s). In this paper, the CFD analysis to 

determine the heat transfer coefficient, heat transfer 

rate, mass flow rate, pressure drop. Thermal analysis 

to determine the temperature distribution, heat flux 

for models steam boiler with different materials such 

as EN 31 steel, stainless steel 316L and copper. 

3D modeled in parametric software CATIA and 

analysis done in ANSYS. 

Keywords: CFD analysis, CATIA, ANSYS and 

vélocités . 

1. INTRODUCTION 

A boiler is a closed vessel in which fluid (generally 

water) is heated. The liquid doesn't really bubble. (In 

North America, the expression "heater" is regularly 

utilized if the design isn't to heat up the liquid. The 

warmed or disintegrated liquid leaves the evaporator 

for use in different procedures or warming 

applications, including water warming, focal 

warming, heater based force age, cooking, and 

sanitation.  

Water-tube heater: In this sort, tubes loaded up with 

water are orchestrated inside a heater in various 

potential arrangements. Regularly the water tubes 

interface huge drums, the lower ones containing 

water and the upper ones steam and water; in 

different cases, for example, a mono-tube heater, 

water is coursed by a siphon through a progression of 

curls. This sort for the most part gives high steam 

creation rates, however less capacity limit than the 

abovementioned. Water tube boilers can be intended 

to misuse any warmth source and are commonly 

favored in high-pressure applications since the high-

pressure water/steam is contained inside little breadth 

pipes which can withstand the weight with a more 

slender divider. These boilers are generally built set 

up, generally square fit as a fiddle, and can be various 

stories tall.  

Steam Boiler  

At the point when water is heated up the outcome is 

soaked steam, additionally alluded to as "wet steam." 

Saturated steam, while generally comprising of water 

fume, conveys some unelaborated water as beads. 

Soaked steam is helpful for some reasons, for 

example, cooking, warming and sanitation, yet isn't 

alluring when steam is relied upon to pass on vitality 

to apparatus, for example, a boat's impetus 

framework or the "movement" of a steam train. This 

is on the grounds that unavoidable temperature as 

well as weight misfortune that happens as steam 

ventures out from the heater to the hardware will 

cause some buildup, bringing about fluid water being 

conveyed into the apparatus. The water entrained in 

the steam may harm turbine edges or on account of a 

responding steam motor, may cause genuine 

mechanical harm because of hydrostatic lock. 

2. LITERATURE SURVEY 

Structural and thermal analysis of a boiler using finite 

element Analysis[1]  Steam boiler is a closed vessel 

in which water or other liquid is warmed under 

tension and the steam discharged out by the kettle is 

utilized for different warming applications. The 

primary contemplations in the structure of a kettle for 

a specific application are Thermal plan and 

investigation, Design for produce, physical size and 

cost. In the current work a fire tube kettle is dissected 

for static and Thermal stacking. The geometric model 

of kettle is made in CATIA V5 programming 

according to the drawing. This model is imported to 

HYPERMESH through IGES arrangement and FEA 
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model with combined work is created utilizing shell 

components. To this FEA model different stacking 

conditions like plan pressure, warm loads and 

working conditions are applied. One of the 

supporting legs is captured in all the headings and the 

other one is captured uniquely in X, Z-bearings and 

all turns. All these are made by utilizing 

HYPERMESH and it is sent out to ANSYS for 

answer for acquire the redirections, stresses. Those 

qualities are associated with material reasonable 

qualities according to the ASME Section VIII 

Division 2.Analysis of New Boiler Technologies [2] 

The thermodynamics of fare cogeneration direct that 

higher HP steam conditions bring about greater 

power created, something which has driven the 

business to accomplish ever higher weights and 

temperatures without thinking about the financial 

aspects. Practically speaking, as conditions are 

expanded, the extra capital expense surpasses the 

extra power. The higher HP conditions have likewise 

determined a second pattern : to receive single drum 

boilers as opposed to proceeding to utilize bi-drum 

plans. While this is the correct methodology at high 

conditions, care should be taken in choosing the 

subtleties of the design.A Study Analysis and 

Performance of High Pressure Boilers with its 

Accessories [3] Power establishes the fundamental 

and basic contribution for quick financial 

improvement. Right now vitality place a crucial job 

both in modern improvement, which thusly prompts 

the thriving age offices created in AP to satisfy 

developing need for power. By utilizing adornments 

in the evaporator. The effectiveness of the plant 

increments. For instance the extras like Economizer 

expands the feed water temperature while super 

radiator builds the temperature of the steam created 

in the heater. The air pre radiator expands the delta 

air temperature, which goes into the heater. The 

fundamental goal of present undertaking work is to 

break down the proficiency of economizer, super 

heater& air pre warmer by changing the different 

parameters in evaporator section.Design and 

examination of the model of kettle for steam pressure 

control [4] to get high vitality productive force plant 

activity it is important to effectively control the steam 

pressure. Thus an exertion has been made right now 

control such a basic parameter for example steam 

pressure by building up a model of kettle pack 

utilizing PLC based PID controller which utilizes 

IMC strategy for tuning the parameters of the PID. 

Introduced work additionally incorporates the 

demonstrating of the procedure and reenactment has 

been finished with the fitting exchange work utilizing 

feed forward input control methodology. Further 

down to earth reactions and hypothetical reaction has 

been thought about. Likewise open circle approval 

has been done to approve the model model.Shuhas R 

Bamrotwar,[6],2014 Boiler tube disappointment is 

the prime explanation of constrained blackouts at 

coal terminated warm force plants. With consistently 

expanding interest for power, it is exceptionally 

important for the force plants to create power without 

constrained blackouts. This paper delineates cause 

and impact examination of kettle tube 

disappointments. The information relating to heater 

tube disappointments for one of Thermal Power Plant 

in Maharashtra State of most recent ten years was 

alluded. Out of all out 144 disappointments, 43 

disappointments were seen in economizer zone. 

Economizer is the fundamental piece of the heater in 

the heater second pass. It is the mechanism for 

transportation of the feed water to kettle drum. It 

assists with expanding the heater proficiency. 

Problem description  

The objective of this project is to make a 3D model 

of the steam boiler and study the CFD and thermal 

behavior of the steam boiler by performing the finite 

element analysis.3D modeling software(CATIA) was 

used for designing and analysis software (ANSYS) 

was used for CFD and thermal analysis. 

 The methodology followed in the project is 

as follows: 

 Create a 3D model of the steam Boiler 

assembly using parametric software pro-

engineer. 

 Convert the surface model into Para solid 

file and import the model into ANSYS to do 

analysis. 

 Perform thermal analysis on the steam 

Boiler assembly for thermal loads. 

 Perform CFD analysis on the existing model 

of the surface steam boiler for Velocity inlet 

to find out the mass flow rate, heat transfer 

rate, pressure drop.   

MODELING AND ANALYSIS 

Computer-aided design (CAD) is the use of computer 

systems (or workstations) to help in the creation, 

alteration, investigation, or upgrade of a structure. PC 

supported structure writing computer programs is 

used to grow the productivity of the organizer, 

improve the idea of arrangement, improve 

correspondences through documentation, and to 

make a database for amassing. PC helped 

configuration yield is normally as electronic records 

for print, machining, or other gathering assignments. 

The term CADD (for Computer Aided Design and 

Drafting) is moreover used. CATIA is a condensing 

for Computer Aided Three-dimensional Interactive 

Application. It is one of the fundamental 3D 

programming used by relationship in different 
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organizations stretching out from flight, vehicle to 

purchaser things. CATIA is a multi organize 3D 

programming suite made by Systems, including 

CAD, CAM similarly as CAE. Dassault is a French 

structure mammoth dynamic in the field of flying, 3D 

structure, 3D progressed bogus ups, and thing 

lifecycle the officials (PLM) programming. 

3D Model of steam boiler  

 

2D model of steam boiler 

 
Surface model of boiler 

 
FEM/FEA helps in evaluating complicated structures 

in a system during the planning stage. The strength 

and design of the model can be improved with the 

help of computers and FEA which justifies the cost of 

the analysis. FEA has prominently increased the 

design of the structures that were built many years 

ago. 

CFD 
Computational fluid dynamics, usually abbreviated as 

CFD, is a branch of fluid mechanics that uses 

numerical methods and algorithms to solve and 

analyze problems that involve fluid flows.  

 

 

 

CFD ANALYSIS OF STEAM BOILER 

Geometry 

Steam boiler is built in the ANSYS workbench 

design module. It is a counter-flow Steam boiler. 

First, the fluid flow (fluent) module from the 

workbench is selected. The design modeler opens as 

a new window as the geometry is double clicked. 

Imported model 

 

 

Meshing 

The model is designed with the help of CATIA and 

then import on ANSYS for Meshing and analysis. 

The analysis by CFD is used in order to calculating 

pressure profile and temperature distribution. For 

meshing, the fluid ring is divided into two connected 

volumes. Then all thickness edges are meshed with 

360 intervals. A tetrahedral structure mesh is used. 

So the total number of nodes and elements is 6576 

and 3344. 

 

 

Steam boiler model after Meshing  

 

Fig: inlet and outlet conditions  
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Inlet velocity-45 m/s 

Static Pressure 

 

 

Velocity Magnitude 

 

Mass flow rate 

 

 

 

 

Heat transfer rate 

 

THERMAL ANALYSIS OF STEAM BOILER 

Used Materials steel, copper, brass & stainless 

steel 

Copper material for tube  

EN 31 Steel, brass & stainless steel 316L for boiler 

casing   

Copper material properties  

Thermal conductivity  =  385w/m-k 

Specific heat  =  0.385j/g
0
C  

Density          =         0.00000776kg/mm
3
 

Steel material properties 

Thermal conductivity  =   93.0w/m-k 

Specific heat      =      0.669j/g
0
C  

  Density                 =     0.0000075kg/mm
3
  

Stainless Steel material properties 

Thermal conductivity  =  34.3w/m-k  

Specific heat   = 0.620j/g
0
C   

Density                = 0.00000901kg/mm
3
 

Imported Model 

 

 

Meshed model 

 

Finite element analysis or FEA representing a real 

project as a “mesh” a series of small, regularly 

shaped tetrahedron connected elements, as shown in 

the above fig.And then setting up and solving huge 

arrays of simultaneous equations. The finer the mesh, 

the more accurate the results but more computing 

power is required.  

Boundary Conditions 
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MATERIAL- STEEL FOR BOILER CASING, 

COPPER FOR TUBES 

Temperature 

 

According to the contour plot, the temperature 

distribution maximum temperature at tubes because 

the steam passing inside of the tube. So we are 

applying the temperature inside of the tube and 

applying the convection except inside the tubes. Then 

the maximum temperature at tubes and minimum 

temperature at steam boiler casing. 

Heat flux 

 

According to the contour plot, the maximum heat 

flux at inside the tubes because the steam passing 

inside of the tube. So we are applying the 

temperature inside of the tube and applying the 

convection except inside the tubes. Then the 

maximum heat flux at inside the tubes and 

minimum heat flux at steam boiler casing and 

outside of the tubes. 

According to the above contour plot, the maximum 

heat flux is 7.496 w/mm
2
 and minimum heat flux 

is 0.8329 w/mm
2
. 

 

RESULT TABLES 

Veloc

ity 

(m/s) 

Pressu

re 

(Pa) 

Velo

city 

(m/s) 

Mass 

flow 

rate 

(kg/s) 

Heat 

transfer 

Rate(W)  

10 2.60e+

03 

2.51e

+01 

0.04368 21681.53

2 

25 1.58e+
04 

5.14e
+01 

0.11344 52773.63
2 

35 3.02e+

04 

7.13e

+01 

0.15603 9596.454 

45 4.76e+

04 

9.62e

+01 

0.19589 81304.16

5 

 

 

Thermal Analysis Result Table 

Materials  Temperature 

(oC) 

Heat 

flux 

Mild steel 102.85 7.4961 

Stainless 

steel 316L 

103.04 19.821 

Copper  103.17 49.672 

 

 

A plot between maximum pressure and velocities by 

FEA approach is shown in above fig. From the plot 

the variation of maximum static pressure is observed. 

Maximum static pressure increases with increases in 

velocities. 

 

A plot between maximum velocity and velocities by 

FEA approach is shown in above fig. From the plot 

the variation of maximum static velocity is observed. 

Maximum velocity increases with increases in 

velocities.  
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Mass Flow Rate Plot 

 

A plot between maximum mass flow rate and 

velocities by FEA approach is shown in above fig. 

From the plot the variation of maximum mass flow 

rate is observed. Maximum mass flow rate increases 

with increases in velocities.  

 
A plot between maximum heat transfer rate and 

velocities by FEA approach is shown in above fig. 

From the plot the variation of maximum heat transfer 

rate is observed. Maximum heat transfer rate 

increases with increases in velocities. 

 

 

A plot between maximum heat flux and velocities by 

FEA approach is shown in above fig. From the plot 

the variation of maximum heat flux is observed. 

Maximum heat flux increases with increases in 

velocities. Heat flux value is decreases steel than 

stainless steel &copper. 

CONCLUSION 

In this thesis, the steam boiler is modeled using 

CATIA design software. The thesis will focus on 

thermal and CFD analysis with different velocities 

(10, 25, 35& 45m/s). Thermal analysis done for the 

steam boiler by steel, stainless steel& copper. 

By observing the CFD analysis the pressure drop, 

velocity, heat transfer coefficient, mass flow rate & 

heat transfer rate increases by increasing the inlet 

velocities. 

By observing the thermal analysis, the taken heat 

transfer coefficient values are from CFD analysis. 

Heat flux value is more for copper material than 

steel& stainless steel. 

So we can conclude the brass material is better for 

steam boiler. 
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Abstract  
The biodiesel can be extricated from various sources 

and mix with motor energizes to counter factors like 

fuel shortage, contamination, cost and expanding of 

customers. The utilization of Nano added substance 

in algal oil Diesel-Biodiesel mix is one of the 

methodto diminish the outflows and expanding 

execution of IC Motor. In the current task chlorella 

green growth oil is utilized as elective fuel with 

aluminum oxide (Al2O3) as nano added substance to 

accomplish better execution and lower outflows. In 

this work green growth oil is utilized as an elective 

fuel which is mixed with diesel in various extents 

with and without aluminum oxide as nano added 

substance. Green growth fuel is mixed with diesel on 

volume premise, specifically B20,B25 and B30 are 

made to run in CI diesel motor. The properties of the 

fuel were seen as indicated by American Culture for 

Testing and Materials Principles. Exploratory testing 

was caried out in a solitary cyclinder four stroke 

water cooled diesel motor. Among the different 

mixes tried B20 shows improved results when 

contrasted and diesel in brake warm efficiency(BTE), 

brake explicit fuel utilization (BSFC) and lower 

(HCand CO2) discharges. Be that as it may, the other 

outflow like Nitrogen oxide(NOX) and Carbon 

monoxide(CO) were shown possibly 

higher.Aluminiumoxide(Al2O3) as nano added 

substance is mixed with green growth biodiesel (B20) 

in various extents of added substance, for example, 

0.08gram 0.1gram and 0.12gram(80ppm, 100ppm 

and 120ppm) were taken. By utilizing the aluminum 

oxide(Al2O3)as nano added substance with green 

growth biodiesel (B20) shows nearer assessment with 

diesel brings about higher warm proficiency 

andlower NOX, HC, CO2 outflows. Nonetheless, 

different emanations carbon monoxide (CO)was 

possibly higher. At long last the exhibition and 

emanations, for example, NOX, CO2, HC and CO 

are looked at and introduced. 

Keywords: Al2O3,biodieselchlorella algae, BSFC 

and NOx. 

 

1.INTRODUCTION  

Alternative fuels for diesel engines have become 

progressively significant because of a few financial 

viewpoints and expanded ecological worries. A 

worldwide temperature alteration worries because of 

the creation of ozone depleting substances have 

considered one of main consideration the 

advancement of the utilization of biofuels. Carbon 

dioxide (CO2) from fuel burning is a significant 

supporter of nursery gasesand caused a change in the 

environment framework. However the utilization of 

biodiesel as an elective fuel for oil diesel fuel works 

in pressure start (CI) diesel motors is exceptionally 

successful for the decrease of CO2 emanation since it 

is delegated green and sustainable power got from 

inexhaustible biomass assets like vegetable oils and 

creature fats. 

In activity of a four stroke CI motor just air is 

enlisted into the chamber during pull while the fuel is 

infused into the chamber not long before the burning 

happens. In the event that the fuel is infused into a 

pre-burning chamber prior to being brought into the 

chamber then it is fathom as roundabout CI motor. 

Then again when the fuel is infused straightforwardly 

into the chamber, it is supposed direct CI motor. The 

admission air is packed and in the process the 

temperature additionally climbs to around 800K.The 

pressure proportion of CI motor is typically higher 

than for SI motor. 

Biodiesel is a spotless consuming fuel delivered from 

oil, vegetable oils, or creature fats. Biodiesel is 

delivered by transesterification of oils with short-

chain alcohols or by the etherification of unsaturated 

fats. The transesterification response comprises of 

changing fatty oils into unsaturated fat alkyl esters, 

within the sight of a liquor, like methanol or ethanol, 

and an impetus, like a soluble base or corrosive, with 

glycerol as a side-effect. Since biodiesel is made 

altogether from vegetable oil or creature fats, it is 

sustainable and biodegradable. Most of biodiesel 

today is created by soluble base catalyzed 

transesterification with methanol, which brings about 

a moderately short response time. 
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ALGAE FUEL 

Algae fuel or algal biofuel is one more type of 

petroleum derivative that utilizes microalgae as its 

wellspring of regular stores . A portion of the 

interesting qualities of algal energizes are as per the 

following: they can be developed with irrelevant 

effect on new water assets, they can be integrated 

utilizing sea and wastewater, and they are 

biodegradable and moderately innocuous to the 

climate whenever spilled . Green growth cost more 

per unit mass because of the great capital and 

creation costs. The US Branch of Energy's Sea-going 

Species Program, 1978-1996, was immersed in 

biodiesel from microalgae. The last report suggested 

that biodiesel could be the main attainable technique 

to create sufficient fuel to impact current world diesel 

utilization. Algal fuel is exceptionally good and 

plausible connected with other biofuels, as they don't 

need to create underlying mixtures and they can 

switch higher parts of biomass over completely to oil 

contrasted with other developed crops. Concentrates 

in plain view that a types of green growth can create 

up to 60% of their dry load as oil. Since the cells fill 

in fluid suspension, where they have more powerful 

admittance to water, CO2 and supplements are fit for 

delivering a lot of biomass and usable oil in either 

high rate algal lakes or photograph bioreactors. 

2. LITERATURE REVIEW 

A lot of exploration going on the plan and 

improvement of the motors. Today a gigantic 

improvement was conveyed for accomplish a decent 

exhibition and lessen discharges. These is accomplish 

by utilizing different fuel mixes, fuel infusion timing, 

bio diesel utilizing with and without utilization of 

additive,the added substance utilized in this work is 

Al2O3 in view of having great ignition attributes. In 

these fields a ton of exploration was happening with 

various mixes blended in with diesel. 

ChengChenget al. [1]They led probe Impact of 

sequential and equal designs on the two-stage stream 

ways of behaving for double ignition chambers with 

a pushed body and presumed that the different multi-

faceted stream and energy transformation ways of 

behaving of the burning gas and fuel grains in two 

ordinary designs of double chambers with a moved 

body. Joining the two-liquid model(TFM) and the 

lumped boundary technique (LPM), a coupled 

methodology is proposed to portray the gas-strong 

stream with response in the double chamber 

framework, which considers gas creation, interphase 

drag, intergranular stress, and intensity move 

between two stages. 

Varun, et al [2]They researched on Adjustment in 

ignition chamber calculation of CI motors for 

appropriateness of biodiesel and reasoned that 

biodiesel doesn't give a similar exhibition as diesel. 

This follows the way that a few changes are to be 

integrated into the motor. Burning chamber (CC) 

math is perhaps of the main element that influence 

the presentation of the motor. Varieties in these 

calculations, just barely have shown a colossal 

change in the presentation and outflow boundaries. In 

this article, different ignition chamber calculations 

have been thought of and results acquired from 

exploratory and mathematical examination was 

talked about. 

G. Najafi et al. [3] Theycarried out on the impact of 

burning administration on diesel motor emanations 

powered with biodiesel-diesel mixes and reasoned 

that the consequences of compelling systems 

incorporate; ignition the executives, fuel added 

substances and after-treatment innovation which are 

accounted for in different exploration studies are 

examined. The general outcomes demonstrated the 

way that utilizing one system can not diminish every 

one of the discharges of diesel motors. Be that as it 

may, utilizing a few systems all the while can 

decrease all the diesel motor outflows. The outcome 

from an overview showed that the best proposed 

answer for decrease of diesel motor poisons is 

utilizing biofuels, which comprise of a blend of 

diesel, biodiesel and ethanol. 

L.X.Sang et al. [4]They researched probe Alteration 

of Ternary Carbonates with Added substances lastly 

came about thatto work on the warm actual properties 

of ternary carbonates, potassium, lithium, and sodium 

carbonates were changed by adding added substances 

CaO, CaCO3, Ca(OH)2 and KOH. Their softening 

point, starting crystallization point, and deterioration 

temperature were broke down by utilizing the 

Simultaneous Warm Analyzer. Albeit the added 

substances have less impact on the underlying 

crystallization temperatures and the disintegration 

temperatures of ternary carbonates, they contrastingly 

affect the liquefying point of ternary carbonates. 

Md. Hasan ali et al. [5] They directed probe Biodiesel 

from Neem Oil as an Elective Fuel for Diesel Motor 

and expressed that powers". Vegetable oil can't be 

straightforwardly utilized in the diesel motor for its 

high consistency, high thickness, high glimmer point 

and lower calorific worth. So it should be changed 

over into biodiesel to make it steady with fuel 

properties of diesel. Biodiesel creation is an 

important interaction which needs a proceeded with 

study and improvement process. The current review 

was expected to consider angles connected with the 

creation of biodiesel from Neem oil and exploring its 

fuel properties. The seeds of Neem contain 30-40% 

oil. This report manages biodiesel acquired from 
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Neem oil which are mono alkyl esters created 

utilizing 'Transesterification' process. 

Shruthi H et al. [6]They directed an investigation on 

Creation of Biofuel from Unrefined Neem Oil and its 

Presentation and inferred that This paper manages 

Biodiesel creation from neem oil, which is monoester 

delivered utilizing transesterification process. It has 

high lubricity, clean consuming fuel and can be a fuel 

part for use in existing unmodified diesel motor. The 

fuel properties of biodiesel including streak pointand 

fire point were inspected. 

Ahmed et al. [7] They researched the impact of 

Al2O3 NPs on jojoba biodiesel-diesel mixes. The 

outcome showed that there was impressive change in 

fuel properties. The writers detailed that the fuel test 

JB20DAproduced the most extreme measure of 

BSFC (~760 g/kW-hr) at 50 mg Al2O3 added 

substance focus in contrast with different mixes 

(15).One of the new examinations directed in2018, 

showed the decrease in brake explicit fuel utilization 

around 12% with the option ofAl2O3 

nanoparticlesand emanations, for example, NOX and 

CO2 are diminished. 

Mohankumar et al. [8] Did a test examination on 

execution, ignition and emanation qualities of DI 

diesel motor involving green growth as a biodiesel. In 

these work green growth is utilized as an elective fuel 

with various mix blend with diesel and the outcomes 

got are summed up. Green growth fuel is mixed with 

diesel on a volume premise, specifically A10, A20, 

A30, A40 and A100 and made to run in diesel 

motors. 

S. Karthikeyan et al. [9] They conveyed an 

investigation by utilizing Caulerpa racemose green 

growth biofuel mixed with Bi2O3 as nano added 

substance. Execution and discharge investigation 

have been led withthe help of a Kirloskar make four-

stroke, single-chamber dieselengine utilizing C. 

racemosa green growth oil biodiesel with 

Bi2O3nanoadditives and its diesel mixes. The BSFC 

for B20 + 100 ppm at maximumload is 0.294 kg/kWh 

which is extremely near that of diesel.BTE of the 

multitude of tried fills shows a comparative pattern 

and B20+ 100 ppm rules (15%) contrast with the B20 

mix. CO (3%vol) and HC (200 ppm) emanation for 

Bi2O3 and its mixes are seenas lower than that for 

B20. 

2.1 OBJECTIVE 

Numerous specialists have performed probes CI 

motor with various vegetableoils,Virgin feedstock, 

Creature fats, Multi-feedstock and Sewage 

sludge.Biodiesel fuel can possibly be utilized as an 

elective fuel that can decrease discharges of carbon 

dioxide(CO2),carbonmonoxide(CO), nitrogen 

oxide(NOx) and hydro carbons(HC) outflows and 

can be further develop execution of gas powered 

motor. In this study green growth oil is utilized as 

biodiesel is elective fluid non-renewable energy 

source. Green growth are photosynthetic living 

beings connected with plants that fill in water and 

produce energy from carbon dioxide and daylight. 

Single-celled microalgae can be utilized to deliver 

enormous measure of fat, which can be changed over 

into biodiesel. In numerous experimentsbiodiesel had 

taken at various extents of mix, in that ideal mix 

extents are B20, B25 and B30 are thought about for 

this study.But biodiesel fuelsemitshigher NOX 

discharges. 

Numerous specialists are found nano added 

substances is one of the most mind-blowing choice 

for bringing down the discharges and working on the 

presentation of a motor. There are many kinds of 

nano added substances like ethanol and methanol. In 

this study aluminum oxide is utilized as nano added 

substance, Nanoparticles when utilized as fuel added 

substances in IC motors further develop the ignition 

qualities, give better atomization, better fire 

supportability, diminishes BSFC and furthermore 

lessen NOx. In many experiments added substances 

were taken at various extents, in that ideal extents are 

80 ppm, 100ppm and 120ppm are thought about for 

this review. 

The goal of this trial study is to assess the impact of 

Aluminum oxide as Nano added substance in algal 

oil mixed with diesel in single chamber diesel 

engine.To assess the exhibition and outflows qualities 

with optimium mix proportion's. 

2.2 METHODOLOGY 

This concentrations to the bit by bit strategies and 

procedures involved towards the finish of the 

undertaking alongside accomplishing the goals of the 

exploration. In view of writing review, readings and 

synopses made in the past section, the accompanying 

trial test will be done comprises of four significant 

works: 

(I) Readiness of biodiesel fills (BDF) from 

Algaebased as well as their combinations with diesel 

fuel. 

(ii) Playing out the motor activities by utilizing the 

different kinds and mixing extents of biodiesels as 

fills as well as standard diesel fuel (DSL). 

 (iv) Estimating the fumes gas emanations set free 

from the burning of biofuels in pressure start (CI) 

diesel motor like CO, CO2, HC and NOx. 

The general examination strategy or exploratory 

stream is improved on in a stream diagram in the 

ensuing point. 
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Fig : Flow chart of work 

3.MATERIALS PREPARATION 

In the initial step of study, 20%, 25% and 30 % of 

Chlorellamicroalgae biofuel is considered as fuel and 

aluminum oxide (Al2O3) is considered as the nano-

added substance to assess the motor presentation. In 

second step motor changes with advanced motor 

boundaries. At long last, in third step exploratory 

consequences of (discharge qualities) the both altered 

fuel and motor are contrasted and the current pattern 

motor. 

In the ongoing review, 80 ppm (0.08 gm) ,100 ppm 

(0.1 gm) and 120 ppm (0.12) of Al2O3 nanoparticles 

particles are added to oneliter of 20% journal filth 

biodiesel and nano particles are scattered well with 

biodiesel mix utilizing ultrasonicator and mechanical 

stirrer. 

To control the sedimentation of nano particles 

CTAB(Cetyl Trim ethyl Ammonium Bromide) 

surfactant is utilized to give the negative charge tothe 

particles to accordingly sedimentation of molecule is 

stayed away from. To keep away from the 

sedimentation of the nanoparticles, the fuel mixes are 

shaken well prior to directing the experimentation. 

The schematic view of the nano added substance fuel 

mix arrangement and use is shown in Figure 3.1. The 

schematic perspective on the nano particles and fuel 

mix responses is displayed in the Figure 3.2. 

 
Figure 3.1. Ultrasonicator and Mechanical stirrer for 

preparation of nano fuel blends. 

 

Figure 3.2.Atomization of nanoparticles dispersed 

test fuel. 

3.1Chlorellagreen microalgae bio fuel 

Identification and Preparation for Oil extraction 

Collected  

Green growth test was analyzed under Shroud E200 

Compound Magnifying lens. The photo in figure was 

taken by broadening it multiple times and multiple 

times. The examples were spread under the sun in the 

top of the inn for 2 days (48 hours) to vanish how 

much water. The dried examples were ground with 

the assistance of pestle and processor and the fine 

powder was gone through various micron strainers, to 

get different cross section size algal biomass, figure 

2. The ground green growth were dried for 30 min at 

80°C in a hatchery for delivering extra water. Then, 

at that point, the green growth powder was put away 

in various containers for extraction explore in a fixed 

holder. 
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Figure:3.4Collection of algae from theopen pond 

 

Figure.3.5Chlorella green microalgae bio fuel 

identification and drying associated with the algal 

biomass. 

Oil extraction from Algae 

The green growth tests gathered were dried (100 

percent) and powdered. Hexane was blended in with 

the driedGround green growth to remove oil in 

isolating channel of 250 ml. Then, at that point, the 

combination was saved for 24 h forSettling and for 

detachment of the two layers in the channel. The 

natural stage containing the green growth oilwas 

exhausted in the pre-weighted 50 ml measuring 

utencil. The Algal oil was isolated from Green 

growth biomass byfiltration and weighted it by 

utilizing electronic weight balance. 

 

Fig :3.6 samples 

3.2 Nanoparticle Size Analysis using XRD 

 

Fig3.7. XRD patterns for Al2O3 nanoparticle 

 

Fig3.8: The SEM image 
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Details of Al2O3 nanoparticle 

 

The physical and chemical properties measured based 

on ASTM standard for diesel and algae biodiesel 

blend B20 and its Al2O3 blend fuels.

Table 3.2 physical and chemical propertiesof diesel 

and algae oil and its blend 

3.3 Problems with emissions 
Carbon Monoxide (CO) 

Carbon monoxide is a noxious gas. It has no smell, 

however can kill without acknowledging what's 

going on. The principal solution for carbon monoxide 

emanations of petroleum motors has been the 

presentation of exhaust systems. 

•Increment fuel utilization. 

•Effectively harmed and quit working. 

•Effectively precisely harmed 

Nitrogen Oxides (NOx ) 

Nitrogen is significant component of the air that we 

relax. At the point when it is presented to top strain 

and temperatures with oxygen all around to deliver 

nitrous oxides. Nitrous oxides later structure a mist 

with lessen level ozone. As the diesel motor works, 

the motor will have a high air content nitrous oxides 

are bound to be shaped. EGR decline the ignition 

temperature beneath the place where the nitrogen 

actually consume. 

Hydro carbons (HC) 

The difference in HC emanation stages as for 

proportionality proportion for a SI motor was 

examined before. Obviously this is areas of strength 

for an in wind energy proportion. Fuel added 

substance blend doesn't have adequate oxygen to take 

all carbon impressions, last exhaust items HC, CO. 

This is particularly obvious when the air combination 

blend is deliberately begun when it is more 

extravagant. This is additionally least during the heap 

less quick speed increase. 

Carbon dioxide (CO2) 

carbon dioxide (CO2) makes up most of ozone 

harming substance outflows from area, however more 

modest measure of methane (CH4) and nitrous oxide 

(N2O) are likewise transmitted. These gases are 

delivered during the ignition of petroleum products, 

for example, coal oil, flammable gas, to create power. 

Particulate matter(PM) 

Particulate matter is the general term used to portray 

strong particles and fluid drops tracked down in the 

air. The piece and size of these airbone particles and 

beads differ in two sizes. The two sizes ranges known 

as PM10 and PM2.5, are broadly observed, both at 

significant outflows sources and in encompassing air. 

4. EXPERIMENTAL SETUP 

Tests have been performed on a Kirlosker Water 

cooled single-chamber diesel enginewith 4-stroke, 

the Table 1 shows details of which are given. Figure 

shows the schematics for the trial set-up. To control 

the motor, a consistent speed of 1500 rpm was 

utilized. Tests were carried on diesel motor by Al2O3 

nano particulate substitute, Algaeoil. With load in 3.5 

kw, from 0 burden to12 load. The engine was 

coupled to the electrical dynamometer to give the 

brake load. For the diesel fuel and sesame oil, two 

different gas tanks were utilized. For the volumetric 

fuel stream rate estimation, a 50 cm3 burette and a 

stop watch were utilized. Utilizing the AVL-444 5 

gas analyzer, outflows, for example, CO, HC and 

NOx were examined and smoke was estimated by the 

Bosch smoke siphon and the smoke meter is 

appended to the motor's ventilation system. 

 

Fig :4.1Kirlosker engine experimental setup 
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Table 4.1:Specifications of test engine 

Power (Kw)  

 

3.3 kw 

Bore (mm)  

 

87.50 

Stroke (mm)  

 

110.00 

Compression ratio  

 

18:0 

Speed  1500 

Injection pressure 

(Bar)  

 

200  

 

Injection timing  

 

230 BDC  

 

 

4.1 Combustion Parameters: 

 

4.2 Performance Parameters: 

 

 

4.3 EXPERIMENTAL PROCEDURE 

Explore has been led with diesel and green growth 

biodiesel. The tests arecarried out in Motor. In first 

stage the exploratory examination is finished to get 

gauge boundaries by utilizing standard diesel. In 

second phase of examination the green growth 

biodiesel mixes are utilized i.e.B20, B25, and B30 as 

a fuel in the motor. In third phase of examination the 

green growth Bio-diesel with Al2O3of 

additive80,100 and 120 ppm is utilized as fuel in the 

Engine. The cooling of the motor is achieved by 

flowing water through the jackets of the chamber 

head and the motor block. In the experimental 

examinations, different instruments are utilized for 

the estimation of various parameters. The major 

vaporous discharges estimated in the ongoing review 

are HC, CO, CO2 and NOx.Possibly, the justification 

for the event of these emanations are general and 

relies up upon the type of fuel being utilized, motor 

working and configuration condition, motor stacking 

condition. 

5. RESULTS AND DISCUSSIONS  

ERFORMANCE ANALYSIS OF BIO-DIESEL 

BLENDS 

 

Graph 5.1 BP Vs BSFC 

The above chart is plotted between Brake power and 

Brake explicit fuel utilization (BSFC).The diagram 

analyzes theBSFC of different energizes (D100, B20, 

B25, B30) utilized in the diesel motor. Brake explicit 

fuel consumption(BSFC) measures how much info 

energy foster one-kilowatt power. The BSFC is a 

significant boundary of a motor since it deals with 

both mass stream rate and warming worth of the 

fuel.The above chart shows that while expanding in 

the brake power naturally it diminishes the brake 

explicit fuel utilization. It diminishes with expanding 

load for all test loads. As speed increment B.P 

increments. The above diagram shows that biodiesel 

The International journal of analytical and experimental modal analysis

Volume XIV, Issue XI, November/2022

ISSN NO: 0886-9367

Page No: 1967



 
 

mix B20 is lower than the diesel (D100) fuel under 

stacking condition. 

 

 

Graph 5.2 BP Vs BTE 

 

The above chart is plotted between Brake power and 

Brake warm productivity (BTE). The chart looks at 

theBTE of different powers (D100, B20, B25, B30) 

utilized in the diesel motor. It shows that while 

expanding the brake power consequently the BTE is 

likewise increments. BTE builds because of 

expansion in oxygen content in test fills and in motor 

burdens. It expansions in load in the event of all the 

mixed fuel tried. This can be ascribed to decrease in 

heat misfortune and expansion in influence with 

expansion in load. The above diagram shows that 

biodiesel mix B20 is lower than the diesel (D100) 

fuel under stacking condition. 

EMISSION CHARACTERISTICS OF BIO-

DIESEL BLENDS: 

 

Graph 5.3 B.P Vs NOX 

The above diagram is plotted between Brake power 

and NOₓ.The chart thinks about theNOₓ outflows of 

different fills (D100, B20, B25, B30) utilized in the 

diesel motor. It shows that rising in brake power 

naturally expansion in NOₓ emissions.NOₓ levels are 

higher for biodiesel contrasted with diesel activity. 

NOₓ discharges expansions in biodiesel activity 

because of the receptive idea of biodiesel particle at 

higher temperature and oxygen present in its 

construction. Since the biodiesel atom contains 

oxygen in its construction, how much oxidizer 

expected by the motor gets decreased. 

 

Graph5.4 B.P vs CO2 

 

Graph 5.5 B.P Vs CO 

 

Graph 5.6 B.P Vs HC 

The above chart is plotted between the brake power 

and HC emanations. The diagram thinks about the 

HC outflows of different fills (D100, B20, B25, B30) 

utilized in the diesel engine. Hydrocarbon discharges 

are delivered because of some of hydrocarbon present 

in the powers doesn't take part in burning. 

Hydrocarbon outflows are delivered because of some 
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of hydrocarbon present in the energizes doesn't take 

part in burning. The decrease in HC is expected to 

biodiesel has higher consistency it has longer start 

postpone it further leadsto delayed dispersion burning 

term prompts complete burning of fuel. Another 

center explanation is that green growth fuel contains 

oxygen content in its fuel structure normally this 

further enhances oxidation prompts total consuming 

of fuel Hydrocarbon emanations are viewed as low 

for biodiesel fuel blendB20 contrasted with diesel 

(D100) fuel under all stacking condition. 

Performance And Emission Characteristics With 

Aluminium Oxide As Nano Additive 

 

Graph 5.7 B.P Vs BSFC 

The above chart is plotted between Brake power and 

Brake explicit fuel utilization (BSFC).The diagram 

thinks about theBSFC of different energizes 

(B20+80ppm, B20+100ppm, B20+120ppm) utilized 

in the diesel motor. Brake explicit fuel utilization 

(BSFC) is a proportion of the eco-friendliness of any 

main player that consumes fuel and creates rotational, 

or shaft power. With the expansion in load, brake 

explicit fuel utilization diminishes. At higher burden 

conditions the brake warm proficiency is expanded 

and brake explicit fuel utilization diminished. It was 

observed that BSFC is least for green growth 

biodiesel B20 with 100ppm of aluminum oxide 

(Al2O3) contrasted and other nano added substance 

rates (B20+80ppm, B20+120ppm) under stacking 

condition. 

 

Graph 5.8 B.P Vs BTE 

 

EMISSION ANALYSIS WITH ADDITIVE: 

 

Graph 5.9B.P Vs NOx 

The above chart is plotted between Brake power and 

Nitrogen oxide (NOₓ).The graph thinks about the 

NOₓ of different fills (B20+80ppm, B20+100ppm, 

B20+120ppm) utilized in the diesel motor. NOₓ 

levels are higher for biodiesel contrasted with diesel 

activity. NOₓ discharges expansions in biodiesel 

activity because of the receptive idea of biodiesel 

particle at higher temperature and oxygen present in 

its construction. Since the biodiesel particle contains 

oxygen in its construction, how much oxidizer 

expected by the motor gets decreased. By adding 

aluminum oxide (Al2O3), there is decrease in NOX 

discharge. This is because calcium carbonate contains 

48% of oxygen goes about as an oxygen cushion and 

donates surface grid oxygen. It was seen that green 

growth bio diesel B20 with 100ppm added substance 

has less NOX discharges than different added 

substances at higher burdens.

 

Graph 5.10 B.P Vs CO2 

The above graph is plotted between Brake power and 

Carbon dioxide (CO2). The graph compares theCO2of 

various fuels (B20+80ppm, B20+100ppm, 

B20+120ppm) used in the diesel engine. The CO2 

emission increases with increases in load, as 

expected. As the engine load increases, CO2 
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emissions increased due to the higher fuel 

consumption associated with load increase. Lower 

CO2 emissions were noticed in biodiesel blend B20 

with 100ppm nano additive compared to other 

additives blends(B20+80ppm,B20+ 120ppm).  

 

Graph 5.11 B.P(KW) Vs  HC (ppm) 

 

Graph 5.12 BP (KW) VS CO(%) 

6. CONCLUSIONS  

In this present investigation biodiesel extracted from 

chlorella algae is tested in single cylinder  diesel 

engine. In Initial part of this study, Physical and 

chemical characteristics of diesel and algae blends 

and along with aluminium oxide as nano additive 

were analyzed. Then experimental studies are carried 

out by running the engine at various load conditions 

and the corresponding performance and emission 

characteristics were studied. The various conclusions 

made from the present study are as follows. 

Performance and emission characteristics of Bio-

diesel blends: 

It is observed that applied load increases brake 

specific fuel consumption (BSFC) decreases for both 

algae blends and diesel. Regarding BSFC among the 

blends of algae biodiesel B20 shows better results. 

However, at maximum load conditions algae blends 

B20 shows 0.71 kg/kW-hr and diesel 0.75 kg/kW-hr, 

it clearly shows biodiesel blend B20 has marginally 

0.04kg/kW-hr less BSFC when compared with diesel. 

It is observed that applied load increases brake 

thermal efficiency (BTE) increases for both algae 

blends and diesel. Regarding BTE among the blends 

of algae biodiesel B20 shows better results.However, 

at maximum load conditions algae blends B20 shows 

32% and diesel 30.23%, it clearly shows that 

biodiesel blend B20 has marginally 1.77% more 

when compared with diesel.  

It is observed that applied load increases nitrogen 

oxide (NOX) emission increases for both algae blends 

and diesel. Regarding NOX emission among the 

blends of algae biodiesel B20 shows better results. 

However, at maximum load conditions algae blends 

B20 shows 380ppm and diesel 360ppm, it clearly 

shows that biodiesel blend B20 has 20ppm more 

when compared with diesel.  

It is observed that applied load increases carbon 

dioxide (CO2) emission increases for both algae 

blends and diesel. Regarding CO2 emission among 

the blends of algae biodiesel B20 shows better 

results. However, at maximum load conditions algae 

blends B20 shows 2.9% and diesel 3.2%, it clearly 

shows that biodiesel blend B20 has 0.3% less when 

compared with diesel.  

It is observed that applied load increases carbon 

monoxide (CO) emissions increases for both algae 

blends and diesel. Regarding CO emission among the 

blends of algae biodiesel B20 shows better results. 

However, at maximum load conditions algae blends 

B20 shows 0.06% and diesel 0.054%, it clearly 

shows that biodiesel blend B20 has 0.006% more 

when compared with diesel.  

It is observed that applied load increases hydro 

carbons (HC) increases for both algae blends and 

diesel. Regarding HC emission among the blends of 

algae biodiesel B20 shows better results.However, at 

maximum load conditions algae blends B20 shows 

24ppm and diesel 26ppm, it clearly shows biodiesel 

blend B20 has 2ppm less when compared with diesel. 

From the above studies, it concludes that algae 

biodiesel blend B20 shows better results when 

compared with diesel and other blends. However, 

regarding biodiesel blend B20 has more 

emissions(CO and NOX) values when compared to 

diesel. Sofor reducing emissions we are using 

aluminium oxide as nano additive with algae 

biodiesel blend B20. 

Performance and Emission characteristics algae 

biodiesel blend B20 with Additive of 80,100 and 

120ppm Al2O3 

It is observed that applied load increases brake 

specific fuel consumption (BSFC) decreases for algae 

biodiesel blend B20 with additives (80ppm, 100ppm, 
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120ppm).. However, at maximum load conditions 

algae biodiesel blend B20+ 80ppm shows 0.8932 

kg/kW-hr, B20+100ppm shows 0.8543kg/kW-hr, 

B20+120ppm shows 0.8865kg/kW-hr. Regarding 

BSFC among the additives of aluminium oxide 

(80ppm, 100ppm, 120ppm) with algae biodiesel B20, 

which concludes 100ppm nano additive shows better 

results  when compared with other additives. 

It is observed that applied load increases brake 

thermal efficiency (BTE) increasesfor algae biodiesel 

blend B20 with additives (80ppm, 100ppm, 120ppm). 

However, at maximum load conditions algae 

biodiesel blend B20+ 80ppm shows 29.15%, 

B20+100ppm shows 30.55%, B20+120ppm 

shows28.91%. Regarding BTE among the additives 

of aluminium oxide (80ppm, 100ppm, 120ppm)with 

algae biodiesel B20, which concludes 100ppm nano 

additive shows better results  when compared with 

other additives. 

It is observed that applied load increases nitrogen 

oxide (NOX) emission increases for algae biodiesel 

blend B20 with additives (80ppm, 100ppm, 120ppm). 

However, at maximum load conditions algae 

biodiesel blend B20+ 80ppm shows 379ppm, 

B20+100ppm shows 350ppm, B20+120ppm shows 

355ppm. Regarding NOXemission among the 

additives of aluminium oxide (80ppm, 100ppm, 

120ppm) with algae biodiesel B20, whichconcludes 

100ppm nano additive shows better results when 

compared with other additives. 

It is observed that applied load increases carbon 

dioxide (CO2) emission increasesfor algae biodiesel 

blend B20 with additives (80ppm, 100ppm, 120ppm). 

However, at maximum load conditions algae 

biodiesel blend B20+ 80ppm shows 2.21%, 

B20+100ppm shows 2.1%, B20+120ppm shows 

2.15%. Regarding CO2 emission among the additives 

of aluminium oxide (80ppm, 100ppm, 120ppm) with 

algae biodiesel B20, which concludes 100ppm nano 

additive shows better results when compared with 

other additives. 

It is observed that applied load increases carbon 

monoxide (CO) emission first decreases and slightly 

increasesfor algae biodiesel blend B20 with additives 

(80ppm, 100ppm, 120ppm). However, at maximum 

load conditions algae biodiesel blend B20+ 80ppm 

shows 0.035%, B20+100ppm shows 0.030%, 

B20+120ppm shows 0.03%. Regarding CO2 emission 

among the additives of aluminium oxide (80ppm, 

100ppm, 120ppm) with algae biodiesel B20, which 

concludes 100ppm nano additive shows better results 

when compared with other additives. 

It is observed that applied load increases hydro 

carbons  (HC) emission decreases for algae biodiesel 

blend B20 with additives (80ppm, 100ppm, 120ppm). 

However, at maximum load conditions algae 

biodiesel blend B20+ 80ppm shows 10ppm, 

B20+100ppm show 9ppm, B20+120ppm shows 

11ppm. Regarding HC emission among the additives 

of aluminium oxide (80ppm, 100ppm, 120ppm) with 

algae biodiesel B20, which concludes 100ppm nano 

additive shows better results when compared with 

other additives.  

From the above studies, which concludes that algae 

biodiesel blend B20 with 100ppm aluminium oxide 

nano additive is effective when compared with other 

additives. 
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Abstract 
Lithium-ion power battery has become one of the main power 

sources for electric vehicles and hybrid electric vehicles 

because of superior performance compared with other power 

sources. In order to ensure the safety and improve the 

performance, the maximum operating temperature and local 

temperature difference of batteries must be maintained in an 

appropriate range. The effect of temperature on the capacity 

fade and aging are simply investigated. The electrode 

structure, including electrode thickness, particle size and 

porosity, are analyzed. It is found that all of them have 

significant influences on the heat generation of battery.  

In this paper, the modeling in CREO parametric software and 

analysis done in ANSYS. The model designed with different 

type of heat pipe shapes and analyzes the heat pipe with 

different mass flow inlets (30, 40, 50, 60& 70L/min). In this 

thesis CFD analysis to determine the pressure, velocity, heat 

transfer coefficient, mass flow rate and heat transfer rate for 

the different designs of heat pipe and different mass flow 

inlets. In this thesis the thermal analysis to determine the 

temperature distribution and heat flux for two types of phase 

change materials (RT50 & Li Fe PO4). 

Furthermore we are conducting the experimental study  with 

different type of heat pipe shapes and analyzes the heat pipe 

with different mass flow inlets (30, 40,50,60& 70L/min).Key 

words: CFD, Mass flow rate, CREO, Lithium- ion battery, 

PCM.  

1.Introduction 
Lithium-ion battery (LIB) has received considerable attention 

for traction uses due to the higher energy density (70-170 

Wh/kg), power capabilities, lowest standard reduction voltage 

(Eo=-3.04V) and low atomic mass compared to previous 

battery technologies. Figure shows the relationship between 

various types of secondary batteries in a Ragone plot. The 

required amount of energy stored in PHEVs and EVs is much 

higher than for HEVs in order to be able to travel long 

distances in all electric range. In the 2000s, the LIB are 

considered as one of the most promising solutions for 

environment-friendly transportation such as HEVs, PHEVs 

and EVs.Basically, LIB includes different components 

(cathode, anode, separator and electrolyte) and work according 

to the so-called “extraction/insertion” process. The LIB cells 

are configured in various shapes such as coin, cylindrical, 

pouch and prismatic. 

Phase Change Materials PCM Manufacturers 

Building & Electronic Air Condition 
T-series 18Cto29C: Phase Change Materials, PCM Latest TM 

29T Brand with Melting Point 29°C and Latent Heat of fusion 

175 K Joule/Kg or 260 K Joule/liter. Its best suited for Air-

Condition Back-up to BT Shelter or Telecom Shelter. 

Temperatures from18°C to 29°C are used in Air Conditioning. 

Other M.P. grades are summarized in the link. S-series 

32Cto48C: Phase Change Material PCM Latest TM 36S 

Brand with Melting Point 36°C and Latent Heat of fusion 260 

K Joule/Kg or 357 K Joule/liter. It is best suited for Air-

Cooled Telecom Shelters. Other M.P. grades are summarized 

in the link. Hot Pads and Solar Heating systems use our PCM 

Latest TM 58, melting at 58°C.Electronic or Telecom 

Enclosure: PCM are widely used in Electronic or Telecom 

Enclosures (BT Shelters) is LatestTM29T for Air-condition 

AC Air Conditioning with PCM and you may also visit our 

page AC Backup by PCM or Phase Change LatestTM36S for 

Free Cooling. We also offer Polymer-based PCM-Filled 

Profiles Panels and Aluminum PCM-Filled Profiles or any 

other Container like Balls or Bottles or Heat Sinks and so on. 

We also supply Telecom Shelters and provide engineering 

services for Back-up Cooling in Existing and New Shelters. If 

your interest is only in PCM for Telecom Shelter then go to 

our Page Telecom Shelters PCM. 

2.Literature Review 

 Kusekar S.K et, al (2015) has conducted an experiment in 

Design and development of electrical car to illustrate an 

implementation of electric vehicle technology on a small 

scale. Here we observed how to design an electric car with 

less cost and have studied about various components that is 

required to design an electric car. It shows that electrical 

battery operated vehicle is more suitable than other vehicle 

because the cost of the electricity is low and also maintenance 

cost is less. Also we got an idea about how to calculate the 

torque required moving the vehicle. In this study we 

understand the basic principles of chassis designing, steering 

system, caster, camber, drift, acceleration, top speed and 

performance tuning of the vehicle. 

K.Vignesh et, al (2015) performed an experiment in the 

Design and fabrication of Free Energy Bicycle which would 

produce a cheaper and effective result than the existing 

system. In this, they have fitted a dynamo in the bicycle which 

is in contact with the rear wheel. The motor is also connected 
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with a rear wheel via main shaft to transmit power to the 

wheel and other end of dynamo is connected with the two 

terminals of the battery for the recharging purpose. 

Awash Tekle et, al (2014) performed an experiment on the 

topic Renewable Energy Use for Continuous electric vehicles 

Battery charging capacity in mobile. This paper presents and 

studies on renewable energy use, by integrating solar and wind 

energy for continuous electric vehicle battery charging 

capacity in mobility. Here, the power for electric vehicle is 

generated from solar cells and wind turbine and it is fed to the 

battery for charging the inverter. 

S.M.Ferdous et, al (2011) conducted an experiment on Electric 

vehicle which is based on the concept of charging the batteries 

of an electric vehicle when it is in motion. In general the 

energy storage capacity of the battery used in electric vehicle 

is very low compare to the conventional fuels used in modern 

automobiles. Hence they have found out a method to recharge 

the battery using renewable resource. 

A A Pesaran et al. introduced the thermal performance of 

electric car battery modules and packs. With the purpose of 

precisely design the thermal management system for electric 

cars, so thermal analysis should be conducted. Therefore, to 

get the estimate of the thermal performance, the heat transfer 

principles and finite element analysis software have been used. 

Objectives 

•To increase the heat transfer coefficient and mass flow rate at 

various heat pipe geometries.  

•To increase the heat flux at various heat pipe geometries with 

phase change materials. 

Methodology 

 

3. Modeling and Analysis  

Computer-aided design (CAD) is the use of computer 

structures (or workstations) to useful resource within the 

introduction, modification, evaluation, or optimization of a 

layout.  

In mechanical layout it is referred to as mechanical layout 

automation (MDA) or laptop-aided drafting (CAD), which 

incorporates the procedure of making a technical drawing with 

the use of laptop software program. CAD software program 

for mechanical layout uses either vector-primarily based 

photographs to depict the items of conventional drafting, or 

may also produce raster pix showing the general look of 

designed objects. However, it involves extra than just shapes. 

 
Straight Heat Pipes 

 

 

Figure1: Straight Heat Pipes 

 

Bend Type Heat Pipes 
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Figure 3: Bend type Heat Pipes 

Introduction To FEA 

Finite element evaluation is a way of solving, commonly 

about, sure issues in engineering and science. It is used in 

particular for troubles for which no precise solution, 

expressible in some mathematical shape, is to be had. As such, 

it is a numerical rather than an analytical approach. Methods 

of this type are wished because analytical techniques can not 

address the actual, complex problems which are met with in 

engineering. For instance, engineering strength of materials or 

the mathematical theory of elasticity may be used to calculate 

analytically the stresses and strains in a dishonest beam, 

however neither may be very successful in locating out what is 

occurring in part of a car suspension system for the duration of 

cornering. 

Introduction to CFD 

Computational fluid dynamics, usually abbreviated as CFD, is 

a branch of Fluid mechanics that uses numerical techniques 

and algorithms to solve and analyze troubles that contain fluid 

flows. Computers are used to carry out the calculations 

required to simulate the interaction of fluids and gases with 

surfaces defined through boundary conditions. With 

excessive-speed supercomputers, better answers may be 

achieved. Ongoing research yields software that improves the 

accuracy and pace of complex simulation eventualities along 

with transonic or turbulent flows. Initial experimental 

validation of such software is carried out the usage of a wind 

tunnel with the very last validation coming in complete-scale 

trying out, e.g. Flight tests. 

CFD Methodology 

In all of those processes the same fundamental system is 

followed: 

•During preprocessing 

•The geometry (bodily bounds) of the problem is described. 

•The extent occupied by the fluid is split into discrete cells 

(the mesh). The mesh can be uniform or non-uniform. 

•The bodily modeling is described – as an example, the 

equations of movement + enthalpy + radiation + species 

conservation. 

Material Properties  

For cooling fans  

Density = 2719kg/m3 

Specific heat = 871j/kg-k 

Thermal conductivity =202.4w/m-k 

For heat pipes  

Density = 2920kg/m3 

Specific heat = 126.8j/kg-k 

Thermal conductivity = 11940w/m-k 

For battery outer case 

Density = 2688kg/m3 

Specific heat = 905j/kg-k 

Thermal conductivity = 1 w/m-k 

Phase change materials  

RT50 

Density = 753kg/m3 

Specific heat = 2000 j/kg-k 

Thermal conductivity = 0.2w/m-k 

Li Fe PO4 

Thermal conductivity = 0.35w/m-k 

 CFD and Thermal Analysis of Lithium-Ion 

Battery Cooling System 

 Imported model 

  

Meshed model 
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Pressure 

 

 

Velocity 

 

Heat Transfer Coefficient 

 

Mass Flow Rate & Heat Transfer Rate 

 

 

Material- RT50 (Phase Change Material) 

Temperature 

 

Heat flux 

 

 

Analysis Results and discussions 

CFD analysis results tables 

Case 1: straight type  

At mass 

flow 

rate 

(L/min) 

Pressure 

(Pa) 

Velocity 

(m/s) 

Heat 

transfer 

coefficient 

(w/m2-k) 

Mass 

flow rate 

(kg/sec) 

Heat 

transfer 

rate  

30 5.33e+06 2.15e+03 4.8e+03 0.000380 2.228 

40 9.93e+06 3.00e+03 6.16e+03 0.000748 4.423 

50 1.36e+07 3.56e+06 7.08e+03 0.001036 6.12 

60 1.91e+07 4.29e+03 8.28e+03 0.00151 8.92 

70 2.51e+07 5.02e+03 9.51e+03 0.00084 4.9250 

 

Case 2: Bend type  

At mass 

flow 

rate 

(L/min) 

Pressure 

(Pa) 

Velocity 

(m/s) 

Heat 

transfer 

coefficient 

(w/m2-k) 

Mass flow 

rate 

(kg/sec) 

Heat 

transfer 

rate (w) 

30 3.97e+07 3.93e+03 7.24e+03 0.000281 1.666 

40 2.31e+08 7.97e+03 1.28e+04 0.001530 9.009 
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50 2.48e+08 1.12e+04 1.80e+04 00.00150 9.00329 

60 7.87e+08 1.60e+04 2.29e+04 0.000625 3.2189 

70 1.34e+09 2.00e+04 2.76e+04 0.0002172 2.3659 

 

Thermal analysis results tables  

Models Material 

Temperature(0C) 
Heat 

flux(w/mm2) 
  

Design1 

(straight heat 

pipes) 

PCM RT50 19.213 80 0.020264 

PCM Li Fe PO4 17.838 80 0.031486 

Design 2(bend 

type heat pipes) 

PCM RT50 12.913 80 0.014391 

PCM Li Fe PO4 12.007 80 0.014376 

 

Graphs 

Pressure  

 

According to the plot, the maximum pressure at 70 

lit/min with bend type heat pipes.  

Mass flow rate 

 

According to the plot, the maximum mass flow rate 

at 70 lit/min with bend type heat pipes.  

 

 

EXPERIMENTAL SETUP  

 

In this study, the cooling system used paraffin PCM with 

embedded heat pipes. We intend to measure both the normal 

heat emission of the LiB in the charging and discharging 

states, and the abnormal heat emission of the LiB during 

thermal runaway. Each battery in our device was in contact 

with a number of narrow heat pipes, and the surrounding space 

of the LiB was filled by the PCM. The cooling system had two 

heat transfer routes through the heat pipes from the surface of 

the LiB to the outside of the device, namely (1) LiB–HP–

outside and (2) LiB–PCM–HP–outside, as shown in Fig. 1. It 

seemed as if there was a relatively large amount of thermal 

resistance between the LiB surfaces and the heat pipes that 

came into contact with them, but the thermal resistance must 

have been quite small between the LiB surfaces and the PCM, 

and between the PCM and the HP surfaces because the PCM 

was poured in the liquid phase into the space around the LiB 

and HPs before solidifying, which produced an almost ideal 

contact interface between the materials. Cooling fins on the 

condensation area of the heat pipes released the thermal 

energy into the atmosphere. 

 

 

Fig.  Conceptual diagram of the hybrid cooling 

system using HPs and a paraffin PCM. (a) The path 

of heat transfer in the system, and (b) an overview 

of the general construction of the system. 
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Four A4 sized mimic battery were made, as shown 

in Fig. 2, in which a polyimide heater (194 × 144 × 

0.2 mm3) was placed between two aluminum plates 

(200 × 175 × 4 mm3) and was covered with a 

laminated film composed of synthetic resin and 

aluminum foil. A vinyl chloride (CH2=CHCl) 

container (inner height = 220 mm, inner width = 

200 mm, inner depth = 49 mm) contained four 

mimic batteries, as shown in Fig. 3. The thickness 

of the container body was 10–35 mm, and its 

thermal conductivity was 0.17 W m−1 K−1. A 

cooling unit composed of 20 heat pipes and 10 

cooling fins was put in the condensation area, as 

shown in Fig. 4. The HPs had an inner radius of 9 

mm, length of 220 mm, width of 10 mm, and a 

thickness of 3 mm, which resulted in the flat shape 

at the evaporator area. The working fluid was pure 

water. 

 

 

Fig.  The experimental setup using the PCM, HPs, and cooling 

fins (a) as viewed from above and slightly to the side, (b) as 

viewed from directly above, and (c) as viewed from the front.  

This test module considered a potential size miniaturization 

that may be needed for future EV applications, and the length 

of the condensation part of the unit was 80 mm, while the ratio 

between the evaporation and condensation areas was 4:3. In 

this prototype setup, little consideration was given to the 

capillary limit and the subsequent maximum amount of heat 

that could be transported during the design of the length of the 

heat pipes. The cooling fins were designed so that there would 

be 7.5 mm of space between each element. Overall, the 

maximum heat release of this system was at 70 °C–80 °C, 

which was when abnormal heat emissions would occur.  

RT50 was applied to the PCM in the test module; the physical 

properties of RT50 are shown in Table 1. RT50 is a paraffin 

wax PCM with a fusion temperature range of 46 °C–50 °C. 

Previous studies have recommended the fusion range of the 

PCM used in an LiB be mostly 40 °C–44 °C because the 

optimum temperature range for operating LiBs is 

approximately 15 °C–40 °C. However, the aim of the present 

study is to explore countermeasures for the abnormal heat 

emission of LiBs that eventually leads to thermal runaway; as 

such, we decided to use an organic PCM with a somewhat 

higher melting temperature. In the test module, 842 cm3 of 

RT50 was filled as the PCM, and the total amount of latent 

heat was 1.24 × 105 J.  

Experiments 

After 120 s from the start time of the experiment, the 

temperature of “No device” setup exceeded 80 °C, becoming 

dangerous temperature leading to thermal runaway. After 240 

s from the start time, the temperature of “PCM” and “HP” 

setups were exceeded 80 °C. Afterwards, the experiment of 

“No device” setup was finished because the temperature 

gradient became suddenly large after 300 s. After 720 s, all 

experimental setup was exceeded 80 °C. The experiment of 

“PCM” was finished because the temperature gradient became 

suddenly large after 1500 s. The temperature difference 

between “HP” and “HP + PCM” setups became 39.3°C, 

32.5°C and 28.4 °C at 1500 s, 2700 s and 3600 s, 

respectively.. The time to reach 80°C, which is dangerous 

temperature leading to thermal runaway, are 104 s, 187s, 216 s 

and 708 s in “No device”, “PCM”, “HP” and “HP + PCM” 

setups, respectively. The condition of “HP + PCM” setup 

extended the time to reach 80°C, by about 7-times more than 

“No device” setup.  

Initially, from the result of the “No device” setup, as has been 

predicted, as the test module did not have any cooling 

measures, it could not control the temperature increase under 

the assumed abnormal heating condition.  

As for the “PCM” setup, basically, it could not control the 

temperature increase under the assumed abnormal heating 

condition. However, from 600–900 s, it stopped increasing 

and stayed within a range of ±3 °C. This result shows that the 

temperature rise in the mimic battery was restricted by the 

latent heat capacity of the PCM. The reason why the 

temperature remained at a temperature somewhat higher than 

that of the melting point of the PCM is thought because 

although the temperature around the melting interface of the 

PCM was near the material’s melting point, there was a large 

temperature gradient inside the melted PCM because of its 

small thermal conductivity (0.2 W m−1 K−1). To balance the 

heat from the mimic battery and the melting rate of the PCM, 

the temperature of the melted PCM, and the mimic battery 

adjacent to it, increased to approximately 120 °C. Figure 8 (a) 

also shows that after most of the PCM had melted, the 

temperature rose again. This result led us to believe that the 

melting point of the PCM, and its quantity in the setup, greatly 

influences the temperature that is maintained and the total 

amount of heat absorbed.  

In the “HP” setup, it could not control the temperature 

increase under the assumed abnormal heating condition either. 

However, the temperature became almost steady at this point, 

as it changed only within ±10 °C between 1,800–3,600 s (at 

which point the experiment ended). At the end of the 

measuring time, the inner temperature was 147.2 °C. Under 

this condition, heat generated inside the system was 

transported to the ambient air through the heat pipes and heat 

sink; when both of the amounts of heat were equal to one 

another, the temperature became stationary. The heat transfer 

rate of the fins can be determined by Eq. (2), and the heat 
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removal from the fins was determined by the temperature 

s the 

fins were tightly connected with the heat pipes and because 

the temperature difference between the two ends of the heat 

pipe itself was small, the fin temperature was strongly related 

to the temperature inside the system. In this experiment, 

depending on the thermal efficiency of the particular fins used 

and the resultant fin–surface temperature, the temperature of 

the mimic battery became approximately 140 °C to balance 

out the inner heat generated and the heat lost to the air. 

Therefore, if the efficiency of the fins is improved, the 

temperature at which the mimic battery is maintained could be 

lowered.  

In the “HP + PCM” setup, the inner temperature of the mimic 

battery exceeded 80 °C after 708 s, and it reached 100.8 °C 

after 1,800 s. The inner temperature at the end of the 

measuring time (i.e., 3,600 s) was 118.8 °C. The experiment 

indicated that by using this experimental setup, the inner 

temperature of the mimic battery was 28.4 °C lower at the end 

of the measuring time than in the “HP” setup. However, under 

this condition, the temperature still kept increasing after 3,600 

s, and it seemed to take longer to reach a steady state. The 

final steady temperature will be determined by the thermal 

performance of the heat sink. The PCM is thought to have 

reduced the increase in the heating rate of the mimic battery in 

this setup. The reason why a very long time was needed to 

reach the steady state is because the thermal conductivity of 

the PCM used is extremely small (0.2 W m−1 K−1). We think 

that if the thermal conductivity of the PCM was increased, the 

system would have a more evenly distributed temperature 

inside the PCM, which would reduce the rate at which the 

temperature increases.  

Table: experimental results of temperatures 

Mass flow 

inlet (L/min) 

Temperature (oC) 

Straight 

type  
Bend type  

30 26.82 25.8 

40 51.61 44.3 

50 62.35 53.4 

60 72.35 60.7 

70 79.06 63.9 

Graph: mass flow inlet and cases Vs 

temperatures 

 

 

Conclusion  

Lithium-ion power battery has become one of the main power 

sources for electric vehicles and hybrid electric vehicles 

because of superior performance compared with other power 

sources. In order to ensure the safety and improve the 

performance, the maximum operating temperature and local 

temperature difference of batteries must be maintained in an 

appropriate range. The effect of temperature on the capacity 

fade and aging are simply investigated. The electrode 

structure, including electrode thickness, particle size and 

porosity, are analyzed. It is found that all of them have 

significant influences on the heat generation of battery.  

In thesis the modeling in CREO parametric software and 

analysis done in ANSYS. The model designed with different 

type of heat pipe shapes and analyzes the heat pipe with 

different mass flow inlets (30& 50L/min). 

By observing the CFD analysis mass flow rate, heat transfer 

rate, heat transfer coefficient values are increases by 

increasing the mass flow inlets and heat transfer rate more at 

design2 (bend type heat pipes).  

By observing the thermal analysis the heat Flux value is more 

for lithium ion phosphate phase change material than RT50 

phase change material at design2 (U-bend heat pipes) 

So it can be concluded the design2 (U-bend type heat pipes) is 

better model for Lithium-ion power battery cooling system. 
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Abstract: 
Heat can be transferred between one or more fluids 

using a heat exchanger. The fluids may be in direct 

touch or separated from one another by a solid wall 

to prevent mixing. Single-tube (Double Pipe) and 

multiple-tube (Multitude) hairpin exchangers are also 

available, as well as bare tubes, finned tubes, U-

tubes, straight tubes (with the possibility to pass a rod 

through them), fixed tube sheets, and removable 

bundles. 

In this research, the properties of the combination of 

the nano fluid and the base fluid, water, are 

calculated. Magnesium oxide and silver nanoparticle 

volume fractions of 10%, 20%, and 25% are the 

nanofluids, which are moving at various speeds of 

0.5, 1, 1.5, and 2 m/s. The properties of nanofluids 

are determined using theoretical calculations, and 

these qualities are then employed as analyses' inputs. 

Using CREO parametric software, a 3D model of the 

hair pin heat exchanger with and without twisted tape 

is created. The hair pin heat exchanger is subjected to 

CFD analysis at various nanofluid volume fractions. 

The pressure drop, Reynolds number, heat transfer 

coefficient, and Nusselt number are all determined 

using CFD analysis. 

Keywords: Finite element analysis, Hair pin heat 

exchanger, CFD analysis, thermal analysis.  

1. INTRODUCTION 

Heat exchangers are one of the in general used gadget 

inside the procedure industries. Heat Exchangers are 

used to switch warmness between two system 

streams. One can understand their usage that any 

technique which involve cooling, heating, 

condensation, boiling or evaporation would require a 

heat exchanger for these purpose. Process fluids, 

typically are heated or cooled earlier than the system 

or undergo a section exchange. Different heat 

exchangers are named in step with their application. 

For instance, heat exchangers getting used to 

condense are known as condensers, in addition 

warmth exchanger for boiling purposes are called 

boilers. Performance and efficiency of warmth 

exchangers are measured thru the quantity of warmth 

switch the usage of least location of warmth transfer 

and strain drop. A higher presentation of its 

efficiency is performed by calculating over all heat 

switch coefficient. Pressure drop and region required 

for a positive quantity of heat transfer, affords an 

insight about the capital value and energy necessities 

(Running value) of a warmness exchanger. Usually, 

there is lots of literature and theories to layout a 

warmth exchanger according to the requirements. 

HEAT EXCHANGER DESIGN, INC. Gives a entire 

line of Hairpin Exchangers. These exchangers offer 

authentic counter-contemporary float and are 

especially appropriate for hot temperature crossing, 

high strain, excessive temperature, and low to 

moderate surface vicinity requirements. Our Hairpin 

Exchangers are available in single tube (Double Pipe) 

or multiple tubes inside a hairpin shell (Multitube), 

bare tubes, finned tubes, U-tubes, straight tubes (with 

rod-via capability), constant tube sheets and 

detachable package deal. The floor region levels from 

(1) square foot to six,000 square toes (Finned tubes). 

Pressure abilties are full vacuum to over 14,000 PSI 

(restrained by size, fabric, and layout circumstance). 

Hairpin Exchangers are designed and fabricated per 

ASME code, and TEMA standards. 

Pressure drop and area required for a certain quantity 

of heat transfer, provides an perception about the 

capital cost and power necessities (Running price) of 

a warmth exchanger. Usually, there is a lot of 

literature and theories to layout a heat exchanger in 

keeping with the necessities. 
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Advantages: 

•Tube bundle is removable; therefore mechanical 

cleansing is feasible at the shell aspect. 

•The U form package is free for growth and 

contraction in the Hairpin shell casting off the need 

for enlargement joint. 

•Are able to sporting the maximum strain allowable 

by using ASME Code per given wall thickness. (Up 

to 14600 psi and not using a corrosion allowance). 

Higher pressure rankings are feasible the use of 

substances with higher stress values 

•For approaches that require frequent mechanical 

cleaning, naked tube gives ease of cleaning and 

accessibility. 

•Bare Multi-Tube and Double-Pipe Exchangers 

provide the least strain drop amongst most 

exchangers. 

2.LITERATURE REVIEW 

W.H. Azmi [1] The heat switch coefficient and 

friction element of TiO2 and SiO2 water based 

totally nanofluids flowing in a round tube underneath 

turbulent drift are investigated experimentally below 

consistent heat flux boundary situation. TiO2 and 

SiO2 nanofluids with an average particle size of fifty 

nm and 22 nm respectively are used in the operating 

fluid for extent concentrations up to three.0%. 

Experiments are carried out at a bulk temperature of 

30 °C in the turbulent Reynolds wide variety variety 

of 5000 to 25,000. The improvements in viscosity 

and thermal conductivity of TiO2 are extra than SiO2 

nanofluid. However, a most enhancement of 26% in 

warmness transfer coefficients is obtained with TiO2 

nanofluid at 1.0% attention, while SiO2 nanofluid 

gave 33% enhancement at three.Zero% awareness. 

The heat switch coefficients are decrease in any 

respect other concentrations. The particle 

concentration at which the nanofluids supply 

maximum warmth switch has been decided and 

validated with assets enhancement ratio. It is located 

that the pressure drop is at once proportional to the 

density of the nanoparticle. 

P.K. Sharma et.Al. [2] Presented a new method to are 

expecting the convective heat transfer coefficient in a 

tube with twisted tape inserts of different types of 

pitch to diameter ratios. Modification is proposed to 

Van Driest eddy diffusivity expression to the case of 

swirl float generated by using twisted tape inserts. 

Heat switch performance can be expanded by 

growing the thermal conductivity of the running 

fluid. Water, ethylene glycol and engine oil which are 

usually used as warmness switch fluids have 

tremendously low thermal conductivities whilst 

compared to that of the solids. High thermal 

conductivity of solids can be used to boom the 

thermal conductivity of a fluid by way of including 

small strong debris to that fluid.  

K.V.Reddy et.Al. [2] Double pipe warmth 

exchangers are easy in creation and efficient in 

operation. Enhancement in warmness transfer in 

warmth exchangers can be executed by way of the 

usage of exceptional strategies. Et.Al [3, 4, 5, 6] 

Passive method is one of the first-rate strategies in 

this insertion of twisted tape inserts growth the 

warmth switch coefficient, boom turbulence and thus 

growth the price of warmth transfer insides the tubes 

of the heat exchanger. Cut twisted taped similarly 

increase the turbulence which complements the 

turbulent warmness switch.  

Pak and Cho [7] achieved experiments on convective 

warmth switch of nanofluids underneath turbulent 

drift conditions using Al2O3 and TiO2 dispersed in 

water.  

P.V.Durga Prasad et.Al. [8] achieved experimental 

research to enhance the warmth transfer via the usage 

of Silver nanofluids at low volume concentrations 

and trapezoidal cut twisted tapes . The results 

confirmed that there is a huge enhancement in 

warmth transfer with nano fluids whilst as compared 

with that of the bottom fluid and the trapezoidal cut 

twisted tapes greater the turbulence which in turn 

extended the rate of warmth transfer. 

Objectives of the project 

The following are the main objectives of the present 

work: 

•The objective of this project is to make the double 

pipe heat exchanger and study the heat transfer of the 

heat exchanger by performing the experimentally  . 

•To increase the heat transfer coefficient ,friction 

factor and heat transfer rate at different volume 

fraction  nano fluid  

•To identify suitable fluid for the based on results 

obtained from finite element analysis. 
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3.METHODOLOGY 

 

4. MODELING AND ANALYSIS 

  Computer-aided design (CAD) is using pc 

systems (or workstations) to aid inside the 

introduction, change, evaluation, or enhancement of a 

structure. Computer aided design programming is 

utilized to enlarge the performance of the planner, 

improve the nature of configuration, improve 

correspondences via documentation, and to make a 

database for assembling. Computer aided layout yield 

is regularly as electronic records for print, machining, 

or different assembling duties. The term CADD (for 

Computer Aided Design and Drafting) is moreover 

utilized. CATIA is an abbreviation for Computer 

Aided Three-dimensional Interactive Application. It 

is one of the main 3-D programming used by 

associations in numerous agencies extending from 

aviation, vehicle to purchaser gadgets. CATIA is a 

multi level 3-D programming suite created by means 

of Systems, such as CAD, CAM just as CAE. 

Dassault is a French building monstrous dynamic 

inside the field of flying, three-D structure, three-D 

advanced false ups, and item lifecycle the executives 

(PLM) programming. 

Dimensions of designed double tube Hair-pin heat 

exchanger: 

Outer pipe specification Inner tube specification 

Copper tube of U bends 

I.D. of shell= 19.05 mm 

I.D. of tube = 8.4 mm 

Copper tube of U bends 

I.D. of shell= 19.05 mm 

I.D. of tube = 8.4 mm 

O.D. of shell = 22 mm O.D. of tube = 9.5 mm 

Center to center distance is taken 

Wall thickness= 0.55 mm 

1.5 - 1.8 times of outer dia. of shell. 

Thermal conductivity of wall= 385 w/m2K 

Length of each G.I. pipe = 

22.86cm 

Effective length of copper tube through which heat 

transfer could take place= 45cm 

Total length of the copper tube = straight part 

(51cm) + U-shaped bend part (9cm) =60cm 

3D model of hair pin heat exchanger  

 

FEM/FEA helps in evaluating complex systems in a 

device in the course of the starting stage. The 

strength and design of the version can be progressed 

with the assist of computers and FEA which justifies 

the value of the analysis. FEA has prominently 

accelerated the design of the systems that have been 

constructed a few years in the past. 

CFD 

Computational fluid dynamics, normally abbreviated 

as CFD, is a branch of fluid mechanics that uses 

numerical methods and algorithms to solve and 

analyze troubles that contain fluid flows. 

Calculations To Determine Properties Of Nano 

Fluid By Changing Volume Fractions Nano Fluid 

Calculations: 

Nomenclature 

ρnf = Density of nano fluid                             (kg/m
3
) 

ρs = Density of solid material               (kg/m
3
) 

ρw = Density of fluid material (water) (kg/m
3
) 

ϕ = Volume fraction 

Cpw = Specific heat of fluid material (water) (j/kg-k) 

Cps = Specific heat of solid material  (j/kg-k) 

µw = Viscosity of fluid (water)  (kg/m-s) 
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µnf = Viscosity of Nano fluid    

Kw = Thermal conductivity of fluid material (water)

 (W/m-k) 

Ks = Thermal conductivity of solid material 

 (W/m-k) 

Density of Nano Fluid  

ρnf = ϕ×ρs + [(1-ϕ) × ρw] 

Specific Heat Of nano Fluid 

Cp nf = 
ϕ ρs Cps (  ϕ)(ρw Cpw) 

ϕ ρs (  ϕ) ρw
 

Viscosity Of Nano Fluid 

µnf =µw (1+2.5ϕ) 

Thermal Conductivity of Nano Fluid 

Knf =  
 s   w  ( s  w)(   )  ϕ

 s   w  ( s  w)(   )  ϕ
 × kw 

 

5. RESULTS AND DISCUSSION  

CFD Analysis of Hair Pin Heat Exchanger 

Silver  Nano Fluid 

Volume Fraction - 0.25 

Imported model 

 

Fig: 1 imported model from 3D modeling software  

 

Fig: 2 meshed model 

The model is designed with the help of CATIA and 

then import on ANSYS for Meshing and analysis. 

The analysis by CFD is used in order to calculating 

pressure profile and temperature distribution. For 

meshing, the fluid ring is divided into two connected 

volumes. Then all thickness edges are meshed with 

360 intervals. A tetrahedral structure mesh is used. 

So the total number of nodes and elements is 6576 

and 3344. 

STATIC PRESSURE 

 

According to above the plot the maximum pressure at 

inlet of the tube and minimum pressure at outlet of 

the tube 

Velocity  

 

 

Heat Transfer Co-Efficient 

 

 

Re 
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Nu 

 

Friction factor 

 

6.RESULT TABLES 

CFD RESULT TABLES  

 

 

 

7. EXPERIMENTAL SETUP 

The schematic of experimental setup has been proven 

in figure7.1. The setup includes centrifugal pumps, a 

check section (concentric double-tube hairpin warmth 

exchanger), hot water reservoir, bloodless fluid 

reservoir and manometer. The effective duration of 

the check phase is forty five cm via which warmth 

was being transferred. The perimeter of U-kind return 

bend is 9 cm. There become a counter flow of fluids 

inside the horizontal check segment where, the cold 

circulation became flowing in the tube at the same 

time as warm water inside the annulus. The internal 

tube is made of copper material with inner and the 

outer diameter is 8.43 and nine.50 mm respectively; 

while, the outer tube is made up of Galvanized Iron 

with internal and the outer diameter is nineteen.05 

and 22 mm respectively. Installed miniature double 

tube Hair-pin warmth exchanger and the 

experimental setup hooked up inside the laboratory 

are proven in figure7. 2 and determine 7.3 

respectively. 

The test segment has been thermally insulated by 

using the use of cotton rope and asbestos mud to 

lessen the heat loss in radial outward path. The 

differential pressure transmitter has been installed for 

the dimension of strain drop therefore the frictional 

loss throughout the ends of the internal tube. Mercury 

thermometers had been anchored on each cease of the 

test phase to measure the temperatures at inlet and 

outlet of both the streams. From hot water reservoir 

and cold fluid reservoir the new and bloodless move 

have been constantly furnished to the take a look at 

phase. The temperature of both the new water and 

cold fluid reservoir changed into maintained through 

inbuilt PID controller which ensures constant 

temperature inside the reservoirs at their preferred set 

factor. A common glass U – tube manometer full of 

mercury become also used for pressure dimension. 

Silver is pretty miscible in water. So, water – Silver 

nano particles mixtures have been organized via 

blending regarded quantity of Silver in water as in 

step with requirement. The mixture was routinely 

stirred for 15 mins and additionally stored inside the 
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shaker to ensure proper mixing of both the fluids. Hot 

water changed into constantly provided at regular 

temperature (50°C) and constant float price (3 

lit/min.) within the annulus of the check segment 

Whereas, Cold move at 30°C turned into supplied at 

exclusive drift charge various from 1-5 litre/minute. 

At constant nation, strain, temperature and go with 

the flow fee of the streams were measured. Frictional 

losses have been analyzed with various flow rate of 

the bloodless movement. Firstly Cold flow was taken 

as pure distilled water after which water – Silver 

(10%, 20%, and 25% Silver with the aid of volume) 

have been used. A coiled copper tube with dimension 

9.5 mm of outer diameter became submerged in a 

cold water reservoir, i.E. A chillier with temperature 

controller set at favored temperature. The cold flow 

popping out from the inner tube of the heat exchanger 

turned into surpassed through the coiled copper tube 

to lose the power and consequently come to the inlet 

temperature of the bloodless stream. 

 

Figure .Schematic diagram of the experiment d. 

Bypass, e. Cold stream, f. Coolant, g. Hot water 

 

Figure:. Installed miniature double tube Hairpin heat 

exchanger in laboratory. 

 

Figure:. Installed experimental setup in the 

laboratory. a. C fluid reservoir, b. Pump, c. 

Rotameter, d. Cooling system w PID controller, e. 

Double tube Hair-pin heat exchanger, f. Mercury 

thermometer, g. Mercury manometer, h. Hot water 

reservoir with PID temperature controller 

8.RESULTS AND DISCUSSIONS  

The experiments have been conducted for unmarried 

segment go with the flow of water and water – Silver 

nano particles  combos inside the inner tube of 

miniature double tube Hair-pin warmth exchanger for 

varying waft fee 1 – 5 litre/minute. The internal 

diameter of the internal tube is 8.40 mm. The 

received speed changed into numerous within the 

degrees from 0. 5 to 2 m/s. A absolutely developed 

condition become assumed for theoretical 

calculations. Experimentally measured friction 

factors became compared towards the values 

acquired theoretically by using correlations are given 

in equations for laminar and turbulent float 

respectively. The experimentally discovered pressure 

drop in differential manometer throughout the test 

section became additionally compared with the 

theoretically calculated pressure drop. 
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Graphs 

 

Above graph represents the variation of experimental 

and theoretical friction factor values against 

Reynolds number for both distilled water and water – 

silver nano particles mixtures (0%, 10%, 20% and 

25% silver by volume). The experimental results of 

friction factor in miniature double tube Hair-pin heat 

exchanger was compared with Darcy’s friction factor 

and friction factor obtained from Blasius equation in 

laminar and turbulent flow respectively. It is 

observed that friction factor decreases with increase 

in velocity as well as with concentration of the Silver 

nano fluid. It is also observed that friction factor 

decreases more rapidly with Reynolds number in 

laminar compared to turbulent flow. In this study, a 

mixture of silver and water was taken as heat transfer 

fluid which has more density and viscosity and less 

thermal conductivity than pure distilled water. But 

here for friction factor study; viscosity and flow rate 

played the major role. 

 

From above figure, it is clear that pressure drop 

rapidly increases with the increase in concentration of 

silver in the mixture for the same Reynolds number. 

For varying flow rate 1-5 litre/minute, the fluid was 

in turbulent flow only for distilled water and 10% 

ethylene silver nano particles  mixture but it was in 

laminar flow for lower flow rate whereas, turbulent 

flow for higher flow rate for both the concentrations 

20% and 25% of silver in water. For higher pressure 

drop, higher will be the requirement of pumping cost 

and thus, lowered the mechanical stability of the 

system. So, pressure drop and velocity profile 

analysis is more important in designing of the flow 

system. 

9.CONCLUSION 

•In this Thesis, nano fluid is mixed with base fluid 

water are calculated for their combination properties. 

The nano fluids are magnesium Oxide and silver 

nano particles volume fractions 10%, 20% and 25% 

at different velocities (0.5,1,1.5and 2 m/s). 

•Theoretical calculations are done determine the 

properties for nano fluids and those properties are 

used as inputs for analysis. 

•3D model of the hair pin heat exchanger with and 

without twisted tape model is done in CREO 

parametric software. CFD analysis is done on the hair 

pin heat exchanger at different nano fluid volume 

fractions. 

•CFD analysis is to determine the pressure drop, 

Reynolds number, heat transfer coefficient and 

Nusselt number. 

•By observing the CFD analysis results the increasing 

the velocities increases the friction factor and heat 

transfer coefficient values. 

•By observing the CFD analysis results the friction 

factor and heat transfer coefficient values more at 

silver nano particles (0.25%). 

•So, it can be concluded the silver nano particles 

(0.25%) is the better fluid for hair pin heat exchanger. 
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Abstract 

CO2 is gaining in popularity as an ecologically 

friendly refrigerant. CO2 compressors have been 

created by many universities and businesses for 

various uses. Japan has produced some tiny CO2 

compressors for use in residential heat pump water 

heaters and automotive air conditioners. Analytical 

experiments are conducted in this study to assess the 

compressor's thermodynamic performance. The 

movement of the discharge valve in the reciprocating 

CO2 compressor is measured while modifying the 

design parameter compressor speed 50m/s, 75m/s, 

80m/s, and 100m/s in order to explore the key 

parameters that impact valve dynamics. In CREO, a 

3D model of the valve is created, and in ANSYS, a 

CFD and thermal study of the discharge valve is 

performed. Thermal analysis is done by varying the 

materials Stainless Steel, En9 Steel and Cast Iron. 

Keywords: CO2,CFD,CREO and EN 9steel 

1.INTRODUCTION 

As a harmless to the ecosystem refrigerant, CO2 has 

acquired and more consideration. Various 

organizations and organizations have created CO2 

blowers for various applications. Some little CO2 

blowers have been created in Japan for the utilization 

in homegrown intensity siphon water warmer and 

auto climate control system. These blowers are for 

the most part parchment and moving cylinder types, 

with power around 1-2kW and COP around 4. Huge 

and medium CO2 blowers have been delivered by 

Dorin and Bock for the utilization in business 

applications. 

Contrasted and conventional fluorocarbon-based 

refrigerants, CO2 has lower basic temperature (31.ć) 

yet higher basic tension (7.37MPa). Due to the 

transcritical activity of the cycle, CO2 blower is 

working under a lot higher tension, 5-10 times higher 

than the standard blower. This high tension causes 

huge powers, which significantly challenges the plan 

of key parts like wrench, associating pole, course and 

pull/release valves.CO2 has a high volumetric limit 

(22.6MJ/m3 at 0ć), which is 1.58, 5.12 and 8.25 

times as much as NH3, R22 and R12 separately. In 

this manner, the cleared volume of CO2 blower is 

more modest than the standard blower. Along these 

lines, it very well may be feasible to plan the blower 

reduced and savvy blower. Nonetheless, it turns out 

to be more challenging to orchestrate the valves with 

adequate stream region in a generally little space. 

RECIPROCATING COMPRESSOR 

A responding blower or cylinder blower is a positive-

dislodging blower that utilizes cylinders driven by a 

driving rod to convey gases at high tension. 

The admission gas enters the attractions complex, 

then, at that point, streams into the pressure chamber 

where it gets compacted by a cylinder driven in a 

responding movement by means of a driving rod, and 

is then released. Applications incorporate petroleum 

treatment facilities, gas pipelines, substance plants, 

flammable gas handling plants and 

refrigerationplants. One specialty application is the 

blowing of plastic jugs made ofpolyethylene 

terephthalate (PET). 

In the ionic fluid cylinder blower many seals and 

course were taken out in the plan as the ionic fluid 
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doesn't blend in with the gas. Administration life is 

quite a bit longer than a standard stomach blower 

with decreased support during use, energy costs are 

diminished by as much as 20%. The intensity 

exchangers that are utilized in an ordinary cylinder 

blower are taken out as the intensity is eliminated in 

the actual chamber where it is created. Practically 

100 percent of the energy going into the cycle is 

being utilized with little energy squandered as reject 

heat. 

CO2 As Refrigerant: The Tran critical Cycle 

In three past articles, we have introduced an outline 

of CO2 (R-744) as a refrigerant, its applications in 

modern refrigeration, and a contextual analysis of a 

CO2 overflow framework in an European general 

store. The frameworks introduced were all subcritical 

- that is, the refrigeration cycles were altogether 

beneath the basic place of CO2. Presently, after a 

concise survey of CO2 qualities, contrasting 

subcritical and transcritical cycles, we will introduce 

a working transcritical framework with an airtight 

CO2 blower and talk about plan contemplations. 

CO2 is a part of our environment that is fundamental 

for life. It has no ozone exhaustion potential and 

immaterial an Earth-wide temperature boost 

potential, so CO2 has no administrative 

responsibility, as do HFCs. There is compelling 

reason need to represent the sum utilized, and it 

needn't bother with to be recovered. (Attributes of 

CO2, contrasted and those of R-134a and R-404A, 

are displayed in Table 1.) 

 

Table 1. Properties of CO2 (R-744) compared with 

those of R-134a and R-404A. 

 

 

2.LITERATURE REVIEW 

CO2 in transcritical refrigeration 

The frameworks for both straightforward R134a 

(subcritical) and CO2 (transcritical) frameworks are 

displayed on the consolidated strain enthalpy charts 

in Figure 2 - the term 'transcritical' essentially 

implying that the cycle passes across the basic point. 

Utilizations of transcritical refrigeration have 

required off over the most recent 20 years, especially 

with little refrigeration frameworks - at first for auto 

and little marine applications - that are by and large 

recognized to have created from work embraced by 

Gustav Lorentzen in the last part of the 1980s. 

Helpfully, the low basic temperature sits in the 

scopes of temperature that are every now and again 

found in HVAC and R applications. 

In transcritical refrigeration cycles, CO2 works at a 

lot higher tensions than customary HFC and alkali 

frameworks. Present day fabricating strategies have 

empowered the development of minimal expense 

parts equipped for working at the high tensions 

expected for CO2 refrigeration. This incorporates 

little homegrown units, heat siphons, grocery store 

applications, and, less significantly, modern 

applications. More modest CO2systems will 

generally utilize unitary transcritical frameworks, 

while bigger, business and modern frameworks are 

bound to utilize CO2 as a low temperature refrigerant 

in overflow frameworks, along with different 

refrigerants, for example, alkali being utilized as the 

high temperature refrigerant. There have been 

improvements in little parchment blowers and 

responding blowers explicitly for transcritical CO2 

frameworks. CO2 has a higher volumetric 

refrigeration limit than conventional refrigerants (so 

requiring less dislodging) however at a lot higher 

tension differentials. The diminished volume streams 

of the refrigerant gives open doors to more modest 

parts. 

CO2 can likewise be utilized as an immediate 

refrigerant, where fluid CO2 is basically siphoned 

under the gun to an evaporator providing the cooling 

load, with the disintegrated CO2 then, at that point, 

went through a low temperature heat exchanger (still 

at high strain) and consolidated, prepared to be 

recycled to the heap. 
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Subcritical and transcritical cycles 

Taking a gander at Figure1, the R134a cycle has the 

vanishing system getting going base left, where the 

low temperature refrigerant is a blend of fume and 

fluid. As the refrigerant increases heat from the 

encompassing cooling burden (or intensity hotspot 

for heat siphon), its enthalpy ascends with the 

refrigerant at consistent strain, until it turns into a 

superheated gas at the admission of the blower. The 

blower expands the tension, additionally adding 

intensity to the refrigerant, and consuming ability to 

drive the engine. The hot, high-pressure, superheated 

gas enters the condenser, where intensity is dismissed 

(or, in an intensity siphon, passed to the intensity 

move medium) and the gas returns to a fluid. The 

warm, high-pressure fluid (frequently subcooled) 

goes through a strain decreasing gadget (an extension 

gadget) at steady enthalpy. The entire cycle is 

beneath the basic point, so is known as a 'subcritical' 

process. The development gadget is planned basically 

to guarantee that superheated gas enters the blower 

by detecting the state of the low-pressure refrigerant 

leaving the evaporator to control the stream.

 

Fig :1 CO2 transcritical heat pump operation 

schematic 

 Design of the structure 

 

Attractions cooling is taken on to keep the engine 

moving along as expected and proficiently. A blend 

valve is intended to procure adequate stream region 

in the restricted space. Sandvik 7C27Mo2 is utilized 

as the valve material, which has great erosion 

opposition, high durability, and brilliant weakness 

strength properties. Hydrodynamic diary orientation 

are chosen because of the enormous cylinder force. 

 

 

3. MODELING AND ANALYSIS 

 (CAD), otherwise called PC helped plan and drafting 

(CADD), is the utilization of PC innovation for the 

course of endlessly plan documentation. PC Aided 

Drafting depicts the most common way of drafting 

with a PC. CADD programming, or conditions, give 

the client input-instruments to smooth out plan 

processes; drafting, documentation, and assembling 

processes. CADD yield is many times as electronic 

documents for print or machining activities. The 

advancement of CADD-based programming is in 

direct relationship with the cycles it tries to 

streamline; industry-based programming 

(development, producing, and so forth) normally 

utilizes vector-based (straight) conditions though 

realistic based programming uses raster-based 

(pixelated) conditions. 
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Fig: 3d Model Of Discharge Valve 

 

 

 

 

Fig: 2D Drawing Of Discharge Valve 

Thermal 

ANSYS is fit for both consistent state and transient 

investigation of any strong with warm limit 

conditions. Consistent state warm investigations 

work out the impacts of consistent warm loads on a 

framework or part. Clients frequently play out a 

consistent state examination prior to doing a transient 

warm investigation, to assist with laying out starting 

circumstances. A consistent state investigation 

likewise can be the last advance of a transient warm 

examination; performed after all transient impacts 

have decreased. ANSYS can be utilized to decide 

temperatures, warm slopes, heat stream rates, and 

intensity transitions in an article that are brought 

about by warm loads that don't shift over the long 

run. Such loads incorporate the accompanying 

Computational liquid elements, normally curtailed as 

CFD, is a part of liquid mechanics that utilizes 

mathematical strategies and calculations to take care 

of and investigate issues that include liquid streams. 

PCs are utilized to play out the computations 

expected to reenact the connection of fluids and gases 

with surfaces characterized by limit conditions. With 

rapid supercomputers, improved arrangements can be 

accomplished. 

4.THERMAL ANALYSIS OFRECIPROCATING 

COMPRESSOR DISCHARGE VALVE 

MATERIAL –EN 9 STEEL 

Thermal conductivity of aluminum = 59.1W/mK 

Specific heat =421 J/Kg K 

Density  = 0.00000771Kg/mm3 

Temperature 

 

Heat flux 
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CFD ANALYSIS OF RECIPROCATING 

COMPRESSOR DISCHARGE VALVE 

C02 propetites  

Thermal conductvity-0.0146w/m-k 

Specfic heat-0.895kj/kg-k 

Viscocity-1.85*10
-5

pa.s 

Density -1.997kg/m
3 

Boundary conditions 

Inlet 

temperatures(T) 

394k 

Inlet pressure(P) 101325 pa 

Inlet velocity(V) 50 75 80 100 
 

Pressure 

 

Velocity 

 

Temperature 

 

Heat transfer co-efficient  
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Table:1 CFD Results  

Sp

eed 

(m/

s) 

Pressu

re 

(Pa) 

Veloci

ty 

(m/s) 

Temper

ature 

(°C) 

Heat 

transfer 

co 

efficient 

(W/m2-

k) 

Mas

s 

flow 

rate 

(Kg/

s) 

Heat 

trans

fer 

rate 

(W) 

50 
4.157e

+004 

1.881e

+002 

3.943e+

002 

6.971e+0

02 

0.01

7766 

1517.

524 

75 
7.404e

+004 

2.482e

+002 

3.944e+

002 

1.028e+0

03 

0.02

5038 

2138.

6226 

80 
1.160e

+005 

3.100e

+002 

3.960e+

002 

1.935e+0

03 

0.03

4672 

3064.

5336 

100 
1.668e

+005 

3.724e

+002 

3.949e+

002 

2.952e+0

03 

0.04

242 

3561.

9091 

 

 

 

Table :2 Thermal Analysis Result Table 

Materials 
Temperature(°C) Heat 

flux(W/m
2
-K) Max. Min. 

Stainless steel 118.09 39.865 0.16399 

Cast iron 118.05 50.886 0.37049 

EN13 steel 118.04 53.289 0.4031 

 

 

CONCLUSION 

In this project, analytical investigations are made to 

determine the thermodynamic performance of the 

compressor by varying design parameter compressor 

speed 50m/s, 75m/s, 80m/s and 100m/s. 3D model of 

the valve is done in CREO and CFD analysis and 

thermal analysis is done on the discharge valve in 

ANSYS. Thermal analysis is done by varying the 

materials Stainless Steel, EN9 Steel and Cast Iron. 

By comparing the CFD analysis results, the heat 

transfer rate, heat transfer coefficient, pressure, 

velocity and mass flow rate are increasing by 

increasing the compressor speed. By observing the 

thermal analysis results, EN9 Steel has more heat 

flux (i.e) heat transfer rate is more. 

 

So it can be concluded that increasing the compressor 

speed and using EN9 steel is better for better 

performance. 
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ABSTRACT 

 

In the current scenario, water availability is the 

major element restraining the nations around the 

globe to meet the increasing food and energy 

needs. Water plays a crucial role in energy and 

food production around the globe. Due to the 

limited availability of fresh water, it is becoming a 

difficult task for the nations to use the available 

water resources for the production of food and 

energy. The emerging competition for water 

resources between the food and energy production 

sectors is recognized in the “food-energy-water 

nexus”. Desalination of sea/brackish water has 

the potential to reduce the water scarcity. 

Integration of desalination systems with power 

generation systems will be a major benefit in 

energy-water nexus. In this study, rankine cycle is 

integrated with a multiple-effect desalination 

system. During power generation using rankine 

cycle,   huge amountsof energy is being liberated 

to ambient through condensers. In this study, the 

developed system utilizes the condensation energy 

to drive a multiple-effect desalination system 

instead of dumping to the environment. 

Thermodynamic model of the system is being 

developed to verify the feasibility and parametric 

studies are being conducted to determine the 

optimum System configuration  and operating 

point.Key  words: CFD, Heat transfer 

Augmentation, twisted tape, and reduced width 

twisted tape, Thermal performance 

INTRODUCTION 
 

Effective utilization, conservation and recovery of heat are 

critical engineering problems faced by the process industry. 

The economic design and operation of process plants are 

often governed by the effective usage of heat. A majority of 

heat exchangers used in thermal power plants, chemical 

processing plants, air conditioning equipment, and 

refrigerators, petrochemical, biomedical and food processing 

plants serve to heat and cool different types of fluids. Both 

the mass and overall dimensions of heat exchangers 

employed are continuously increasing with the unit power 

and the volume of production. This involves huge 

investments annually for both operation and capital costs. 

Hence it is an urgent problem to reduce the overall dimension 

characteristics of heat exchangers.The need to optimize and 

conserve these expenditures has promoted the development of 

efficient heat exchangers. Different techniques are employed 

to enhance the heat transfer rates, which are generally 

referred to as heat transfer enhancement, augmentation or 

intensification technique. 

1.1. Heat Transfer Enhancement 
 

Heat transfer enhancement is one of the key issues of saving 

energies and compact designs for mechanical and chemical 

devices and plants. In the recent years, considerable emphasis 

has been placed on the development of various augmented heat 

transfer surfaces and devices. Energy and materials saving 

considerations, space considerations as well as economic 

incentives have led to the increased efforts aimed at producing 

more efficient heat exchange equipment through the 

augmentation of heat transfer.The heat exchanger industry has 

been striving for enhanced heat transfer coefficient and reduced 

pumping power in order to improve the thermo hydraulic 
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efficiency of heat exchangers. A good heat exchanger design 

should have an efficient thermodynamic performance, i.e. 

minimum generation of entropy or minimum destruction of 

energy in a system incorporating a heat exchanger. It is almost 

impossible to stop energy loss completely, but it can be 

minimized through an efficient design. The major challenge in 

designing a heat exchanger is to make the equipment compact 

and to achieve a high heat transfer rate using minimum pumping 

power.Heat transfer enhancements can improve the heat 

exchanger effectiveness of internal and external flows. They 

increase fluid mixing by increasing flow vorticity, unsteadiness, 

or turbulence or by limiting the growth of fluid boundary layers 

close to the heat transfer surfaces. In some specific applications, 

such as heat exchangers dealing with fluids of low thermal 

conductivity like gases or oils, it is necessary to increase the 

heat transfer rates. This is further compounded by the fact that 

viscous fluids are usually characterized by laminar flow 

conditions with low Reynolds numbers, whose heat transfer 

coefficient is relatively low and thus becomes the dominant 

thermal resistance in a heat exchanger. The adverse impact of 

low heat transfer coefficients of such flows on the size and cost 

of heat exchangers adds to excessive energy, material, and 

monetary expenditures. As the heat exchanger becomes older, 

the resistance to heat transfer increases owing to fouling or 

scaling. Augmented surfaces can create one or more 

combinations of the following conditions that are indicative of 

the improvement of performance of heat exchangersDecrease in 

heat transfer surface area, size, and hence the weight of a heat 

exchanger for a given heat duty and pressure drop or pumping 

power 

 Increase in heat transfer rate for a given size, flow 
rate, and pressure drop. 

 Reduction in pumping power for a given size and 
heat duty 

 

 Reduction in fouling of heat exchangers 

1.2. Heat transfer augmentation techniques 

Heat transfer augmentation techniques are 

generally classified into three categories namely: 

Active techniques, Passive techniques and 

Compound techniques. 

 
1.3. Swirl flow devices 

 
This is coming under category of passive heat transfer 

enhancement technique. These include a number of geometric 

arrangements or tube inserts for forced flow that create 

rotating and/or secondary flow i.e. inlet vortex generators, 

twisted-tape inserts and axial-core inserts with a screw-type 

winding etc. 

 

1.5.1. Twisted tape inserts 
 

 

Fig.1.1. View of the twisted tape inside a plain tube 

 
Terms used in twisted tape insert 

Pitch (H): Axial distance for 1800 rotation of the tape Twist 

Ratio (y): The twist ratio is defined as the ratio of pitch to 

inside diameter of the tube. 

LITERATURE REVIEW 

With the desired objectives as explained in the preceding 

chapter, literature survey is carried out to ascertain the 

progress in the field of heat transfer enhancement with 

twisted tape inserts. The literature in enhanced heat transfer 

is growing faster. At least fifteen percent of the heat 

transfer literature is directed towards the techniques of heat 

transfer augmentation now. 

A lot of research has been done in heat transfer equipment 

by using twisted tape inserts, both experimentally and 

numerically. 
 

 

Twist 
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2.1. Twisted tape in laminar flow 

A summary of important investigations of twisted 

tape in a laminar flow is represented in Table 

2.1. Twisted tape increases the heat transfer coefficient 

with an increase in the pressure drop. Different 

configurations of twisted tapes, like full-length twisted 

tape, short length twisted tape, full length twisted tape 

with varying pitch, reduced width twisted tape and 

regularly spaced twisted tape have been studied widely by 

many researchers. 

Manglik and Bergles [7] developed the correlation between 

friction factor and Nusselt number for laminar flows 

including the swirl parameter, which defined the 

interaction between viscous, convective inertia and 

centrifugal forces. These correlations pertain to the 

constant wall temperature case for fully developed flow, 

based on both previous data and their own experimental 

data. 

2.2 Twisted tape in turbulent flow 

 
The important investigations of twisted tape in turbulent 

flow are summarized in Table 2.2. In turbulent flow, the 

dominant thermal resistance is limited to a thin viscous 

sublayer. A tube inserted with a twisted tape performs better 

than a plain tube, and a twisted tape with a tight twist ratio 

provides an improved heat transfer rate at a cost of increase 

in pressure drop for low Prandtl number fluids. This is 

because the thickness of the thermal boundary layer is small 

for a low Prandtl number fluid and a tighter twist ratio 

disturbs the entire thermal boundary layer, thereby 

increasing the heat transfer with increase in the pressure 

drop.Manglik and Bergles [23] developed correlations for 

both turbulent flow and laminar flow. For an isothermal 

friction factor, the correlation describes most available data 

for laminar, transitional and turbulent flows within 10 per 

cent. However, a family of curves is needed to develop 

correlation for the Nusselt number on account of the non- 

unique nature of laminar turbulent transition. Their 

correlations are as follows 

 

Methodology 

Computational Fluid Dynamics (CFD) is the use of 

computer-based simulation to analyse systems involving 

fluid flow, heat transfer and associated phenomena such as 

chemical reaction. A numerical model is first constructed 

using a set of mathematical equations that describe the flow. 

These equations are then solved using a computer 

programme in order to obtain the flow variables throughout 

the flow domain. Since the arrival of the digital computer, 

CFD has received extensive attention and has been widely 

used to study various aspects of fluid dynamics. The 

development and application of CFD have undergone 

considerable growth, and as a result it has become a powerful 

tool in the design and analysis of engineering and other 

processes. [35] 

 

3.1 CFD analysis procedure 

 
CFD analysis requires the following information: 

 
 A grid of points at which to store the variables 

calculated by CFD 

 

 Boundary conditions required for defining the 

conditions at the boundaries of the flow domain 

and which enable the boundary values of all 

variables to be calculated 

 Fluid properties such as viscosity, thermal 
conductivity and density etc. 

 

 Flow models which define the various aspects of 

the flow, such as turbulence, mass andheat transfer. 

 Initial conditions used to provide an initial guess of 

the solution variables in a steady statesimulation. 

 Solver control parameters required to control the 

behavior of the numerical solutionprocess. 

 

 
 

NUMERICAL INVESTIGATIONS 

 
This chapter deals with the numerical analysis of water flowing 

through a horizontal circular tube at constant wall temperature, 

for estimation of the heat transfer and friction factor 

characteristics.     The     results     obtained     from     numerical 

investigations are validated by comparing with the available 
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correlations 

 
4.1. Physical model 

 
Considered the problem of water flowing through a circular 

tube with length (L) and inside diameter of 2200 mm and 22 

mm respectively. 

4.2. FLUENT Simulation 

 
4.2.1. Geometry Creation and Mesh generation 

 
A circular pipe of diameter 22 mm and length 2200 mm was 

used as the geometry. A 3-D geometry is created by using 

ANSYS workbench and schematic view is shown in the Fig. 

4.2. Structured meshing method is used for meshing the 

geometry. It is meshed into 55,806 nodes and 1, 95,569 

elements as shown in Fig. 4.3. 

 

 
Fig 4.2 tube geometric created by ANSYS workbench 

 
 

 

 
Fig 4.3 Meshing of plain tube geometry 

 

 

Fing No 4.12 kinetic energy Nano 

4.2.2. Defining the Material Properties 
This section of the input contains the options for the materials 

 

S.N 
o. 

properties value 

1 Density, ρ 998.2 kg/m3 

2 Specific heat capacity, 
Cp 

4182 J/kg K 

3 Thermal conductivity 0.6 W/m K 

4 Viscosity, µ 1.003 x 10-3 
kg/m s 

tobe chosen. Water is passing in the horizontal tube under 

constant wall temperature condition in the present work. Under 

materials Tab in FLUENT, fluid considered is water -liquid. 

Solid (tube wall) material considered for analysis is copper.The 

selection of material is done. Material selected is water-liquid. 

The properties of water- liquid is taken as follows 

 
4.2.4 Boundary Conditions 

 
Water at a temperature of 250C was used as the working fluid. 

The numerical studies were carried out with uniform velocity 

profile at the inlet of the horizontal pipeline. The direction of 

the flow was defined normal to the boundary. Inlet velocity 

and temperature wereof water while passing through the plain 

tube. Because of the frictional resistance offered to fluid flow, 

water pressure drops across flow field. Pressure drop varied 

from 6.042 Pa to 330.05 Pa for the range of Reynolds numbers 

considered for numerical analysis. 

 
 

Fig 4.4 pressure nano contour 
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Fig 4.5 Pressure water 
 

4.2.3. Laminar Region 

Nusselt number for the base fluid (water) in the 

laminar region was compared with equations (4.3) 

and (4.4). It can be seen from Fig.4.6. Friction 

factor for the base fluid (water) in the laminar 

region was compared with equation (4.7). It can be 

seen from Fig.4.7. 

 

4.2.4. Turbulent Region. 

Nusselt number for the base fluid (water) in the 

turbulent region was compared with equation (4.5). 

It can be seen from Fig.4.8. 

Friction factor for the base fluid (water) in the 

turbulent region was compared with equation (4.8). 

It can be seen from Fig.4.9. 

 

 

 
 

Fig.4.6. kinetic energy Nano 

Fig no 4.5 kinetic energy Nano fluid 
 

 

Fig no 4.7 Velocity Nano 
 

 

 
 

Fig no 4.8 tur ke water 
 

 

Fig No 4.10 pressure Nano 
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Fing no 4.11 vel water 
 

 

Fin No 4.12 Velocity Nano 

 
CONCLUSION 

The numerical analysis of heat and fluid-flows 

through a constant wall temperature circular plain 

tube and finned tube fitted with twisted tape is 

carried out, with the aim to investigate the effect of 

tape twist ratio (y=H/d) and tape width on heat 

transfer (Nu), friction factor (f) and thermal 

performance (η) behaviors in the laminar and 

turbulent flow regime. 

The main findings can be drawn as follows. 

 

4. Turbulent modeling was done with standard k– 

ε turbulence model, the Renormalized Group 

(RNG) k–ε turbulence model, the standard k–ω turbulence 

model, and the Shear Stress Transport(SST) k–ω turbulence 

model.The CFD results of Nusselt number and friction 

factor are compared with those obtained from Manglik and 

Bergles equations. It is clearly seen that the predicted 

Nusselt numbers obtained from the SST k–ω turbulence 

models is in better agreement compared to those from other 

models. The SST k–ω turbulence model is valid within 

±20.2% error limit with measurements for Nusselt number 

and ±26.4% for friction factor. Therefore this model used for 

performance factor (η) was found to increase with increase in 

Reynolds number in the laminar region and decrease in the 

turbulent region. The maximum value of the thermal 

performance factor was found to be 1.6 for Twisted tape 

(y=3) in plain tube at a Reynolds number of 2000 

5. Finned tube with reduced width twisted tape,(RWTT) 

simulation results are shown that the twisted tape inserts 

of twist ratio (y=2) can enhance heat transfer rates up to 3.76 

times at Reynolds number 2000 with tape width of 16 mm 

and the corresponding increase in friction factors nearly 14 

times in comparison with those of the plain tube. Thermal 

performance factor (η) was found to initially increase with 

increase in Reynolds number then decrease in the laminar 

region and increase with increase Reynolds number in the 

turbulent region. The maximum value of the thermal 

performance factor was found to be 1.31 for Twisted tape 

(y=5) and tape width of 12 mm in a Reynolds number of 

10000 
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Abstract 

In cooling system of automobile engine the water is 

evaporate at high temperature, so we need to add 

water and also water is low capacity of absorb heat. 

Cooling system plays important roles to control the 

temperature of car’s engine. One of the important 

elements in the car cooling system is cooling fluid. 

The usage of wrong cooling fluid can give negatives 

impact to the car’s engine and shorten engine life. An 

efficient cooling system can prevent engine from 

overheating and assists the vehicle running at its 

optimal performance. In this Paper, different nano 

fluids mixed with base fluid water are analyzed for 

their performance in the radiator. The nano fluids are 

magnesium Oxide and silver nano particle at different 

volume fractions such as 0.25%. Theoretical 

calculations are done determine the properties for 

nano fluids and those properties are used as inputs for 

analysis. 

3D model of the radiator is done in CREO. CFD 

analysis is done on the radiator for all nano fluids and 

volume fraction. 

Key words: CREO, NANO FLUID,CFD AND 

COOLING SYSTEM 

1.1 INTRODUCTION TO AUTOMOBILE 

RADIATOR 

Radiators are heat exchangers used to transfer 

thermal energy from one medium to another for the 

purpose of cooling and heating. The majority of 

radiators are constructed to function in automobiles, 

buildings, and electronics. The radiator is always a 

source of heat to its environment, although this may 

be for either the purpose of heating this environment, 

or for cooling the fluid or coolant supplied to it, as 

for engine cooling. Despite the name, radiators 

generally transfer the bulk of their heat via 

convection, not by thermal radiation, though the term 

"convector" is used more narrowly; see radiation and 

convection, below. 

 

1.2 RADIATION AND CONVECTION 

One might expect the term "radiator" to apply to 

devices that transfer heat primarily by thermal 

radiation (see: infrared heating), while a device 

which relied primarily on natural or forced 

convection would be called a "convector". In 

practice, the term "radiator" refers to any of a number 

of devices in which a liquid circulates through 

exposed pipes (often with fins or other means of 

increasing surface area), notwithstanding that such 

devices tend to transfer heat mainly by convection 

and might logically be called convectors. The term 

"convector" refers to a class of devices in which the 

source of heat is not directly exposed. 

1.3 WORKING OF AUTOMOBILE 

RADIATORS  

Almost all automobiles in the market today have a 

type of heat exchanger called a radiator. The radiator 
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is part of the cooling system of the engine as shown 

in Figure below. As you can see in the figure, the 

radiator is just one of the many components of the 

complex cooling system. 

2. LITERATURE SURVEY 

Yiding Cao and KhokiatKengskool [1], had gave 

application of the heat pipe in an automotive engine 

was introduced. In this application, heat pipes were 

incorporated into the radiator of the automotive 

engine for more efficient heat transfer. The cooling 

load of the radiator can be increased for heavy-duty 

engines, while the power consumption of the cooling 

fan can be reduced for higher energy efficiency. Heat 

pipes including two-phase closed thermo siphon were 

two-phase heat transfer devices with an effective 

thermal conductance hundreds of times higher than 

that of copper. For the terrestrial applications, gravity 

was often used to assistant the return of the liquid 

condensate and no wick structure was needed inside 

the heat pipe. 

M. Naraki and S.M. Peyghambarzadeh [2], In this 

research, the overall heat transfer coefficient of 

CuO/water Nano fluids is investigated experimentally 

under laminar flow regime (100 _ Re _ 1000) in a car 

radiator. The Nano fluids in all the experiments have 

been stabilized with variation of pH and use of 

suitable surfactant. The results show that the overall 

heat transfer coefficient with Nano fluid is more than 

the base fluid. The overall heat transfer coefficient 

increases with the enhancement in the Nano fluid 

concentration from 0 to 0.4 vol. %. 

Rahul Tarodiya, J. Sarkar, J. V. Tirkey [3], the used 

of “Nano fluids” have been developed and these 

fluids offer higher heat transfer properties compared 

to that of conventional automotive engine coolants. 

Energetic analyses as well as theoretical performance 

analyses of the flat fin tube automotive radiator using 

Nano fluids as coolants have been done to study its 

performance improvement. Effects of various 

operating parameters using Cu, SiC, and Al2O3 and 

TiO2 Nano fluids with 80% water-20% ethylene 

glycol as a base fluid are presented in this article. Use 

of Nano fluid as coolant in radiator improves the 

effectiveness, cooling capacity with the reduction in 

pumping power. SiC-80% H2O-20% EG (base fluid) 

yields best performance in radiator having plate fin 

geometry followed by Al2O3-base fluid, TiO2-base 

fluid and Cu-base fluid. The maximum cooling 

improvement for SiC is 18.36%, whereas that for 

Al2O3 is 17.39%, for TiO2 is 17.05% and for Cu is 

13.41% as coolants. Present study reveals that the 

Nano fluids may effectively use as coolant in 

automotive radiators to improve the performance. 

Vincent Enontiemonria, Ohiozua, OhiremeNathaniel 

[5], The cooling properties of a locally formulated 

coolant (sample C) vis-a-vis, its boiling 

characteristics and specific heat capacity were 

investigated alongside with a common coolant-water 

(as sample A) and a commercial coolant (sample B). 

The results of the investigation showed that sample C 

gave the best performance compared to the other two 

samples A and B: the boiling points of sample C was 

1100C, sample A 1000C, and sample B 1010C. This 

means that the possibility of a boil-out of sample C 

from the radiator is little compared to samples A and 

B. Also, for the same quantity of coolant more heat 

would be required to raise sample C to its boiling 

point than for samples A and B. In other word, better 

cooling would be achieved using sample. 

Problem identification 

In Current era, it becomes an need to Design an 

Automobile with higher efficiency , more life and 

environment friendly. For that purpose it is necessary 

to run the engine at favourable condition; so Radiator 

acts as an catalyst in the functioning of Engine. 

For effective utilization of Radiator Following 

changes can be made:  

 Used of nano fluid 

 Helical tubes  

Objective and novelty  

The main objective of this project to increase the 

cooling efficiency with different nano fluids when we 

compared to water. Furthermore we are changing the 

geometry i.e straight tube in replace of helical tube 

Present now a days in radiator fluid used as water 

now we are replacing the nano fluids due increase 

cooling efficiency. 

Radiator tube is a straight tube we replace the helical 

tube. 

2.3 Methodology  
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3. MODELING AND ANALYSIS 

RADIATOR SPECIFICATIONS  

   

 

 

 

 

Fig: 3d Model of Radiator 

 

Fig: 2D model 

 

CFD (Computational Fluid Dynamics) 

The ANSYS/FLOTRAN CFD (Computational Fluid 

Dynamics) offers comprehensive tools for analyzing 

two-dimensional and three-dimensional fluid flow 

fields.  ANSYS is capable of modeling a vast range 

of analysis types such as: airfoils for pressure 

analysis of airplane wings (lift and drag), flow in 

supersonic nozzles, and complex, three-dimensional 

flow patterns in a pipe bend.  In addition, 

ANSYS/FLOTRAN could be used to perform tasks 

including. 
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Nano Fluid Properties 

 

4. CFD Analysis of Radiator 

Static Pressure 

 

Static Temperature 

 

Heat Transfer Co-Efficient 

 

 

5.RESULTS AND DISCUSSIONS 

CASE 1-STRAIGHT TUBE  

Fluid  Pressu

re (Pa) 

Heat 

transfer 

coefficie

nt 

(W/m
2
k

) 

Mass flow 

rate 

(Kg/sec) 

Heat 

transfe

r rate 

(w) 

Air  1.61e+

03 

4.84e+0

0 

0.0004600

2 

6.10644

13 

Water  3.00e+

02 

1.20e+0

2 

0.0000059

604 

4.23437 

Magnesi

um oxide   

1.96e+

02 

2.60e+0

2 

0.0000108

409 

1.14067

5 

Silver 

nano 

fluid  

1.05e+

01 

3.60e+0

2 

0.0001062 0.71875 

 

CASE 2 -HELICAL TUBE  

Fluid  Pressur

e (Pa) 

Heat 

transfer 

coefficie

nt 

(W/m
2
k) 

Mass 

flow rate 

(Kg/sec) 

Heat 

transfe

r rate 

(w) 

Air  3.61e+0

3 

4.96e+01 0.00111 49.08 

Water  6.24e+0

2 

1.23e+03 0.000837 151.32 

Magnesiu

m oxide   

4.47e+0

2 

2.96e+03 0.000892 56.37 

Silver 

nano fluid  

2.18e+0

1 

3.68e+03 0.000840

4 

20.297 
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6.CONCLUSION  

In this thesis, different NANO fluids mixed with base 

fluid water are analyzed for their performance in the 

radiator. In this project the different types of fluids 

are applied in radiator. The fluids are water, air and 

aluminum oxide NANO fluid. 

3D model of the radiator is done in CREO parametric 

software. CFD analysis is done on the radiator for all 

fluids and thermal analysis is done in ANSYS.  

By observing the CFD analysis the heat transfer 

coefficient values are increases by increasing the 

mass flow inlet. The heat transfer coefficient more at 

silver nano fluid when we compared other fluids. 

When we compare the different geometries of 

radiator the helical type tube is the better model 

because the heat transfer rate value is more for helical 

type tube radiator is better model. 
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Abstract  

Non-edible oils are considered as one of the most 

productive alternatives for internal combustion 

engine fuels because of very little to no food 

insecurity and good combustion properties. Tobacco 

plant grows well between 20
o
 and 30°C which are 

well suitable conditions for Andhra Pradesh state 

climate, also it is a very remunerative crop therefore 

it is very difficult to substitute, FCV (Flue-Cured 

Virginia) is cultivated in Andhra Pradesh locally and 

its leaves are fully utilized in production of cigarette 

and other tobacco products, its seeds can be used to 

produce biodiesel. Test fuel is made out of Tobacco 

seed oil (B20, B30, B50) and distilled water 

(additive) micro emulsion using SPAN 80 (0.2%) 

TWEEN 80 (0.1%) as non-ionic surfactant and 

emulsifier at various blends of 5, 10 and 15ml in 1-

liter B20 fuel. This project has two stages in which 

Experiments are conducted to reach the full 

conclusion. 

Stage-1: To study the performance parameters of a 

toroidal shaped combustion chamber and a 

hemispherical combustion chamber and conclude 

which performs better. 

Stage-2: To study the effect of varied piston bowl 

geometry on the performance and emission 

characteristics of tobacco seed oil micro emulsion 

(TSOME) biodiesel on four stroke single cylinder 

diesel engines at constant speed of 1500 rpm for 

different loads. It is noticed that, at 20% blend of 

Tobacco seed oil and 10ml distilled water micro 

emulsion biodiesel, the stability and emission 

parameters were improved compared to pure diesel 

fuel operation. Hence the same optimal blend is 

adapted for conducting experiments by changing 

piston bowl geometry as well as the additive 

composition in the fuel mixture. The experiments are 

conducted duly ensuring the same compression ratio 

which was used with standard hemispherical 

geometry. 

 

1. INTRODUCTION 

Diesel engines have found wide applications in many 

industrial, agricultural and transport sectors due to 

their better fuel to power conversion efficiency and 

fuel economy. Apart from being a fuel of wide 

applications, it is also a major contributor to the 

atmospheric emissions leading to shrinking snow and 

ice, rise in sea level, severe droughts and floods. 

Reportedly, 57% of greenhouse gases are from fossil 

fuel combustion owing to transport and industrial 

sectors. Emissions from fossil fuel combustion not 

only harm the nature but also deteriorate human 

health by forming nitrogen oxides and particulate 

matter. The emissions from diesel engines include 

carbon monoxide (CO), carbon dioxide (CO2), 

unburned hydrocarbons (HC), nitrogen oxides 

(NOX), particulate matters (PM) and traces of 

Sulphur oxides (SOX). 

Bio-diesel 

Bio diesel is form of fuel which is derived from 

animals, plants or other organic matter which 

contains long-chain fatty acid esters. It is made by a 

process called as transesterification, in which the 

principal oil lipids react with alcohol and produce 

methyl, ethyl or propyl ester. 

Unlike other fuels which require small changes in the 

engine specifications, biodiesel is a drop-in fuel, 

means it is simply compatible with existing diesel 

engines without any modifications or alterations in 

the engine specifications. 

Market places are mostly distributed with pure 

biodiesel and its blends, A system known as “B” 

factor is used to recognize the amount of biodiesel 

fuel used in any fuel mixture. 

 

1.B100- Stands for 100% pure biodiesel. 

2.B50- Stands for 50% pure biodiesel and 50% pure 

Petro diesel. 

3.B20- Stands for 20% pure biodiesel and 50% pure 

Petro diesel. 

4.B2- Stands for 2% pure biodiesel and 98% pure 

Petro diesel. 
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Selection of Tobacco Variety 

FCV Tobacco seeds are used in this analysis as a 

source to obtain biodiesel. This variety is produced 

only in three states in India, and Andhra Pradesh is 

one among them. It grows best in climatic conditions 

ranging from 200C to 300C and Mild rains. FCV 

stands for (Flue Cured Virginia) which is generally 

used in production of cigars, cigarettes and beedi. Its 

leaves are fully utilized in consumer grade products 

but the seeds are left only for propagation. Each plant 

produces thousands of seeds in its lifetime, also it’s a 

crop which propagates into a full-grown plant very 

quickly (within 6 months of plantation). The seeds 

are very small and large in quantity, to the general 

eye the seeds look like roughly grated powder and are 

dark brown in colour. 

 
Fig-1 Tobacco plant, its leaves and cigar making 

 
Fig 2 FCV Tobacco Seeds 

Emulsion Fuels 

Emulsions are obtained from a dispersion of two non-

miscible fluids. The dispersion produces a continuous 

and finely dispersed droplets phase. A surfactant 

added to the mixture reduces the oil and water 

surface tension, activates their surfaces, and 

maximizes their superficial contact areas to make 

emulsions. The surfactant molecule has both 

lipophilic group and hydrophilic group. The 

hydrophilic group is polarized and oil repelling, 

whereas the nature of a lipophilic group is the 

opposite. Therefore, the amount of hydrophilic group 

and lipophilic group in a surfactant can be estimated 

by testing its soluble ability in chemical compounds. 

The surfactant increases the electric charge in the 

disperse phase droplets and increases the droplet 

repulsion force to prohibit droplets from merging. 

The water oil emulsion is prepared using either a 

mechanical, chemical, or electric homogenizing 

machine to stir water and oil mixture. Most of the 

properties of the emulsion systems (stability, 

viscosity, etc.) depend on the droplets size and size 

distribution. The mean droplet diameter depends on 

the intensity and on the amount of introduced energy 

for the particular preparation technique. 

A commonly used classification of emulsions is 

based on the polarity of the phases. In almost all the 

applications, water is one of the fluids, while the 

other is characterized by a lower dielectric constant 

indicated as oil. Therefore, emulsions are generally 

indicated as dispersions of water droplets in oil 

(water-in-oil emulsions, W/O) or oil droplets in water 

(oil-in-water emulsions, O/W). 

 
Fig 3 Emulsions  

Surfactants 

Surfactants are compounds that lower the surface 

tension (or interfacial tension) between two liquids, 

between a gas and a liquid, or between a liquid and a 

solid.  

Surfactants may act as detergents, wetting agents, 

emulsifiers, foaming agents, or dispersants. The word 

“surfactant” is a blend of surface-active agent coined 

in 1950. 

Table: Fuel Properties 

 

 Reasons why tobacco oil is chosen as a safe 

alternative. 

 

1.The yield percentage of tobacco seed oil is 33-40%. 

Depending upon the crop quality. 
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2.More than one hundred and thirty-four hectares of 

land is used for tobacco cultivation, which in result 

leaves so many tons of seeds which can be properly 

utilised in tobacco oil production. 

3.Only 315 Tonnes of tobacco oil is produced every 

year without the need for commercial biodiesel, if 

biodiesel is produced then all the wastage seeds can 

be properly utilized. 

4.Cetane number of tobacco seed oil biodiesel is 47 

which is just below Karanja oil biodiesel which is 48. 

So, the compression ratio can be the same which is 

generally used for the diesel engine, Therefore, there 

is no requirement of any modifications to the engine. 

5.Density of the tobacco seed oil biodiesel is 0.87 

which is just 0.3 times more than diesel which is 

0.84, this means the biodiesel can be stored in a 

normal sealed tank just like diesel without any need 

for special modifications in the storage tank. 

6.The viscosity of the biodiesel is 12 centi-poise 

which is relatively high compared to diesel, therefore 

the distilled water additive should be helping in 

gradually reducing the viscosity to a point that there 

comes no need for any additional modification in the 

engine. 

2. LITERATURE SURVEY 

Habibullah et al. [1] have investigated the effect of 

blends from palm and coconut oil methyl ester on 

diesel engine. The test results showed the biodiesel 

blends produced low brake torque and high brake 

specific fuel consumption. Reduced emission of HC, 

CO and smoke emissions were observed with an 

increase in NOx emission. However, the combined 

blend of palm and coconut oil biodiesel showed 

superior performance and emission when compared 

to performance of individual biodiesel blends and 

emission characteristics.  

Ozturk et al. [2] have done investigation of the 

performance and emission study of a compression 

ignition engine using biodiesel derived from cananol-

hazelnut soap stock. Decrease in the ignition delay 

and maximum heat release rates with the 44 addition 

of biodiesel blends was seen. Using B5 biodiesel 

blend, HC, CO and smoke emissions decreased with 

an increase in NOx emission. However, there was 

deterioration in the combustion process due to higher 

biodiesel blend as a result of higher density, viscosity 

and surface tension. An increase in HC, CO and 

smoke emission was seen with decrease in NOx 

emission. 

Ramadhas et al. [3] have carried out tests with methyl 

esters of rubber seed oil as fuel in a diesel engine. 

The results showed an improvement in thermal 

efficiency due to the use of biodiesel of lower 

concentration. B10 biodiesel blend provided a better 

thermal efficiency with lower emission gases. The 

exhaust gas temperature and NOx emission increased 

with an increase in biodiesel blend. Agnew et al. [26] 

have used Croton megalocarpus (musine) methyl 

ester as fuel in a three-cylinder Perkins D3.142 

engine. The tests indicated a lower brake thermal 

efficiency for croton biodiesel blend than standard 

diesel fuel. The specific fuel consumption increased 

by 2.65%, 3.8%, 4.7% and 4.7% for B5, B20, B50 

and B100 respectively than with diesel fuel. CO, 

CO2 and HC emissions were higher for the croton 

biodiesel with lower smoke emission. 

Kalam et al. [4] have conducted experiments in a 

four-cylinder diesel engine fueled with B5, B10 and 

B20 blends of palm and Jatropha biodiesel and 

compared to standard diesel fuel in the speed range of 

1000 rpm to 4000 rpm. The brake power was 

decreased by 2.3% to 10.7% on an average with the 

use of B10 and B20 blends of palm and jatropha 

biodiesel. BSFC was increased by 26.4% on an 

average for biodiesel blends. CO and HC emissions 

were reduced by 30.7% and 25.8% on an average for 

B20 biodiesel blends when compared to diesel fuel. 

NOx emission decreased by 3.3% on average for 

palm 3 biodiesel blends of B10 and B20, whereas 

NOx emission increased by 3.0% on an average for 

jatropha biodiesel blends of B10 and B20 when 

compared to diesel fuel. 

However, there seems to be very less research in the 

field of tobacco oil and its applications, for this 

project we have selected a local variety of tobacco 

crop cultivated in Andhra Pradesh State, it is widely 

used in production of cigars, cigarettes and beedi, 

FCV (Flue Cured Virginia) tobacco is a type of 

tobacco plant which produces high quality tobacco 

yield. V.B. Veljkovic[5] used Nicotiana Tabacum L 

seed to produce biodiesel, FAME (Fatty acids 

preferably Methyl Esters) from the crude TSO having 

the high FFA content was investigated The tobacco 

biodiesel obtained had the fuel properties within the 

limits prescribed by the latest American (ASTM D 

6751-02) and European (DIN EN 14214) standards, 

except for a somewhat higher acid value than that 

prescribed by the latter standard Thus, tobacco seeds, 

as agricultural wastes and with quite high oil content, 

might be a cheap and valuable renewable raw 

material for biodiesel production . 

Problem Recognition 

Based on the above discussions it is noted that there 

is less research and few reports available on the 

investigation of local Andhra Pradesh FCV tobacco 

variety oil biodiesel and its emulsions. This is 

motivating me to conduct detailed study about the 

characteristics of tobacco seed oil biodiesel micro 

emulsion as fuel. The relevance of the present study 

is to improve the performance of 20% blended 

tobacco oil biodiesel micro emulsion mixture in 
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automobiles maintaining the current emission 

standards (BS VI). 

The present work also deals with the study of 

combustion chamber performance of the 

experimental engine rig, characteristics such as BTE, 

BSFC, Specific Fuel, Mechanical Efficiency of a 

diesel engine were evaluated at different loads along 

with the emission characteristics like CO, HC, and 

NOx. The effects on piston bowl geometry will also 

be analysed. 
Objective 

This present investigation, shows the combustion and 

emission characteristics of FCV Tobacco seed 

biodiesel micro-emulsion (5ml, 10ml, 15ml blends) 

and its effects on varying piston bowl geometry and 

combustion chamber performance in direct injection 

diesel engine, the piston bowl geometry was 

modified to have tangential grooves and from the 

baseline cylindrical shape.Blends containing 0% of 

diesel required preheating up to 80℃.Performance 

and emission characteristics of 90% (B10) and 80% 

(B20) are better than the other blends followed by 

70% blend. The maximum efficiency of 90%and 

80% blend is well comparable with diesel. However 

unburned HC emissions are increased up to 4.1kW 

load by 10%, 18.5%, 37.14% and 45% for 90%, 80%, 

70% and 0% blends but HC is reduced by 16%, 18% 

and 24% for the blends B10, B20 and B30 

respectively compared with diesel at full load 

condition. CO emission, CO2 emissions reduced 

1.9%, 7.7%, 9.7% and 12.1% for the blends B10, 

B20and B30 respectively when compared with diesel. 

3.7%, 7%, 10.9% and 13.14% decrease in the NOx 

emission for the blends B10, B20 and B30 

respectively when compared with diesel.Decrease in 

the brake thermal efficiency of tobacco biodiesel 

blends B10, B20, B30 and B100 are 24.13%, 

26.50%, 29.06% and 31.29% respectively when 

compared with the diesel. Brake specific fuel 

consumption higher than diesel and BSFC for the 

blends B10, B20, B30 and B100 is respectively 1.3 

times, 1.39 times, 2.21times, and 2.86 times the 

consumption of diesel Performance of tobacco 

biodiesel is validated as results are in well 

comparison with the results of pongamia biodiesel. 

3. METHODOLOGY 

Materials Required 

In this project the materials obtained were from the 

trusted retail seller and were verified for the product 

quality in terms of fuel. Since the entire study is 

based on two stages, the fuel with analytical grade 

quality is procured and after that the piston assembly 

is purchased for varying combustion chamber 

geometry. 

Since toroidal shape geometry is unusual in the 

market and is not commercially produced, we had to 

machine the piston to our requirements. Initially the 

piston when purchased had hemispherical geometry, 

to reduce the depth of hemispherical chamber 

additional material was added using arc welding and 

later smoothen using lathe machining. Milling 

process was used to cut slots tangentially on the 

piston bowl to bring it into toroidal shape and finally 

the entire piston was polished to obtain surface 

quality in order to achieve maximum performance. 

 
Fig   Tobacco Seed Oil                 Fig  Hemispherical Piston 

Distilled water, Emulsifier, and Surfactant was obtained from a 

trusted industrial chemicals supplier, all these were stored at 

normal room temperature as none of these materials required any 

special storage conditions. Further it was noted that the engine 

didn’t require any further modifications and was able to fully 

function with the test fuels without any modifications. The method 

of load imposed on the engine was by means of electrical motor. 

Overview Flow Chart 
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Trans-Esterification 

It is a general term used to indicate the direct 

conversion of triacylglycerol’s lipids by alcohols to 

alkyl esters without first isolating the free fatty acids 

(FFA). More specifically in alcoholics, the 

triacylglycerol’s in a fat or oil are reacted with excess 

alcohol in the presence of a catalyst. 

 

 

 
Fig 3.3Chemical Reaction of Biodiesel 

The catalyst may be acidic (example: sulphuric acid, 

hydrogen chloride, boron trifluoride, etc.) or alkaline 

(e.g., metal alkoxide, alkaline hydroxide, etc.), with 

the alkaline catalysts giving faster reactions. The 

well-known mechanisms of acid and alkaline 

alcoholysis are depicted. All the steps in the trans 

esterification process are reversible but the 

equilibrium can be shifted with excess alcohol so that 

trans esterification proceeds practically to 

completion. In acid catalysed trans esterification, 

fatty acids can be formed by the reaction of 

carbocation II with the water in the reaction mixture. 

Thus, the preferred conditions for acid catalysed 

esterification of triacylglycerol’s are, therefore, a 

large excess of an appropriate alcohol and the 

absence of water. 

Surfactants 

We are using combination of non-ionic surfactants 

SPAN 80 (surfactant) TWEEN 80 (emulsifier). The 

surfactant (SPAN 80) maintains the even nature of 

surface tension between oil and water emulsion, so 

that it is not too viscous or too runny unevenly. The 

emulsifier (TWEEN 80) works as a binding agent 

between the oil and water micro droplets, it has both 

a hydrophilic end and a lipophilic end in its 

molecules which attracts an oil and water droplet 

together resulting in an emulsion. The combination of 

this chemical was procured from a local homeopathy 

drug store, as they use this chemical in preparation of 

medicine emulsions, 0.1% of this chemical 

combination will be used in 1 liter of emulsified fuel 

preparation. 

 
Fig TWEEN-80                           Fig SPAN-80 

 

 

3D Solid Modeling in Catia 

 CATIA is the use of computer systems to aid in the 

3D model creation, modification, analysis, or 

optimization of a design. CATIA software is used to 

increase the productivity of the designer, improve the 

quality of design, improve communications through 

documentation, and to create a database for 

manufacturing. A 3D solid modeling of the piston 

bowl geometry was designed with perfect symmetry 

and used further in CFD analysis. 

 
Fig :Tangential Groove Piston ANSYS Modeling & 

Analysis 

 

Modification of Standard Piston 

In this piston we are going to modify the piston into 

three tangential grooves has been made on top 

surface of the piston and also to design toroidal shape 

on piston bowl and slight increasing in piston bowl 

diameter on standard piston. The tangential grooves 

make homogeneous mixing of air and fuel during 

combustion by enhancing the swirl within 

combustion chamber and increased bowl diameter 
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decrease the compression ratio and its effect on 

emission reduction are observed. 

 

 

Fig :Standard Piston 

The above piston will be further machined to house 

the tangential grooves and will be bored to form a 

reverse toroidal geometry so that when it is 

introduced to the jet of fuel spray, it forms toroidal 

motion inside the combustion chamber. 

 

Fig :Tangential Grooved Piston 

The tangential groove depth is kept constant at 3 mm. 

Groove width is 6.5 mm. 

4. Experimental Set Up 

The experiment was conducted on Kirloskar TV-1, 

single cylinder, four-stroke, water cooled DI diesel 

engine with a displacement of 661cc. The rated 

power of the engine is 5.2 kW at 1500 rpm with 

constant speed. The schematic view of the 

experimental setup is shown in Fig below. The 

engine had a hemispherical bowl piston, 3 holes 

injector. The inline mechanical fuel pump was 

operated at a standard injection pressure of 220 

kg/cm2 and the recommended TDC. The governor 

was used to control the speed of the engine. Cooling 

iming of 23 

accomplished by supplying water through the jackets 

in the engine block and cylinder head. A hole was 

made on the top of the cylinder head surface area to 

place the piezoelectric pressure transducer for 

measuring the heat release rate and cylinder pressure. 

The engine was stabilized for a particular operating 

point, fuel flow rate and exhaust gar temperatures are 

recorded. The engine was allowed to run for 15 to 20 

reach cooling water temperature of 70 centigrade 

 
                   Fig :Test Rig Engine Setup 

This experimental test was conducted in single 

cylinder, direct injection, water cooled, compression 

ignition engine. The engine is fully instrumented for 

measurements of necessary operating parameters. 

TABLE- The specifications of D.I. Diese1engine 

Make  Kirloskar 

Type  4 stroke, single cylinder 

diesel engine. 

Number of Cylinders  One  

Bore  80 mm  

Stroke  110 mm  

Compression Ratio  16.5:1  

Capacity  5 H.P  

Speed  1500 rpm(constant)  

Injection timing  23
0
 BTDC  

Type of loading  Electrical resistance  

 

 Dynamometer swinging field 

dynamometer 
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Exhaust Gas Analyzer 

Exhaust gas analyser also gives you the ability to 

measure the effectiveness of repairs by comparing 

before and after exhaust readings. The combustion 

chemistry equation: 

Fuel (hydrogen, carbon, sulphur) + Air (nitrogen, 

oxygen) = Carbon dioxide + water vapour + oxygen 

+ carbon monoxide + hydrocarbon + oxides of 

nitrogen + sulphur oxides. 

Good combustion is simply put this way: 

HC + O2 + N2 = H2O + CO2 + N2 

Bad combustion is simply put this way 

HC + NOx + Still air + Sunlight = Smog. 

•HC = Hydrocarbons, concentration of the exhaust in 

parts per million (ppm). = Unburned Petroleum 

diesel, represents the amount of unburned fuel due to 

incomplete combustion exiting through the exhaust. 

This is a necessary evil. We don't want it so try to 

keep it as low as possible. An approximate 

relationship between the percentage of wasted fuel 

through incomplete combustion and the ppm of HC is 

about 1/200 (1.0% partially burned fuel produces 200 

ppm HC, 10%=2000 ppm HC, 0.1%=20 ppm HC) 

•CO = Carbon Oxide, concentration of the exhaust in 

percent of the total sample. = Partially burned 

petroleum diesel, this is the petroleum diesel that has 

combusted, but not completely. This gas is formed in 

the cylinders when there is incomplete combustion 

and an excess of fuel. Therefore, excessive CO 

contents are always a sign of an overly rich mixture 

preparation. (The CO should have become CO2 but 

did not have the time or enough O2 to became real 

CO2 so it is exhausted as CO instead.) CO is highly 

poisonous odourless gas 

•CO2 = Carbon Dioxide, concentration of the exhaust 

in percent of the total sample. Completely Burned 

Petroleum diesel, represents how well the air/fuel 

mixture is burned in the engine (efficiency). This gas 

gives a direct indication of combustion efficiency. It 

is generally 1-2% higher at 2500 RPM than at idle. 

This is due to improved gas flow resulting in better 

combustion efficiency. Maximum is around 16%. At 

night the trees convert CO2 in to Oxygen. Preserve 

them. 

•NOx = Oxides of Nitrogen (This is only seen by a 5-

gas analyser) Only seen with dynamometer or engine 

under load. NOx emissions rise and fall in a reverse 

pattern to HC emissions. As the mixture becomes 

leaner more of the HC's are burnt, but at high 

temperatures and pressures (under load) in the 

combustion chamber there will be excess O2 

molecules which combine with the nitrogen to create 

NOx. NOx increases in proportion to the ignition 

timing advance, irrespective of variations in A/F 

ratio. 

 
Fig : Gas analyser 

OBSERVATIONS 

Procedure 

The experiment was performed firstly with standard 

piston with diesel. And then Toroidal piston bowl 

with tangential grooves is fitted in to the engine then 

experiment repeated with diesel and blend of 

nonionic surfactants (5, 10 and 15ml). The steps used 

are described as below:  

1. Firstly, the diesel was filled in a fuel tank.  

2. After setting the water supply, the cooling water 

and calorimeter flow was set up at 250 LPH and 150 

LPH respectively.  

3.All the electrical connections were checked 

properly and then the electric supply was started.  

4.Then the valve provided at the Burette was opened 

to supply the diesel to the engine.  

5.Then engine was started and run for few minutes at 

no load conditions.  

6.All readings are speed, load, manometer readings, 

time taken for 10cc 0f fuel consumption, 

temperatures, voltage and current are noted.    

7. The engine is loaded with 25 at first condition. 

8.The same steps were repeated for different loads.  

9. All the readings were saved and then same 

procedure was done for TCC tangential grooves with 

diesel and blend of nonionic surfactants. 

10. After noting all the readings engine was brought 

to no load conditions and after that engine fuel supply 

was stopped after some time.  

 Experimental Procedure for Exhaust Gas 

Analysis  

1.Sensors were inserted into the provided outlet for 

exhaust gases for the required load condition.  

2.The analyzer was attached to the exhaust outlet and 

the exhaust gases were passed to the analyzer with 

the help of sensors.  
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3.After this the displayed readings on the digital 

screen of analyzer were noted.  

4.Mean value of these readings were calculated.  

5.Then the sensors were removed.  

6.The above steps are repeated for different fuels and 

different load condition. 

4.1.2 Performance Parameters 

Engine performance is an indication of the degree of 

success of the engine performs its assigned task, i.e., 

the conversion of the chemical energy contained in 

the fuel into the useful mechanical work. The 

performance of an engine is evaluated on the basis of 

the following: 

1.Brake Power 

2.Break thermal efficiency 

3.Specific Fuel Consumption 

4.Mechanical Efficiency 

5.Volumetric Efficiency 

6.Exhaust Smoke and Other Emission 

Initial Experimental DATA & VALUES.  

The Engine test rig was initially tested in order to 

evaluate whether the engine meets the expected 

requirements of the study or not, six sensors were 

implemented in order to check all the perquisites, the 

values obtained during the initial runs is represented 

in three sets which are represented in the table given 

below and further generated into a graph to show the 

stability of the engine. 

 

Table :Initial Engine Parameters 

 
From the above three sets we can compare the values 

and it can be noted that the exhaust temperature is 

consistent and other parameters of the engine’s 

output are in line with the basic requirements 

necessary to carry out the experimental studies. 

Therefore, we can iterate a graph on these values and 

see how the consistency of the engine can be 

represented. 

 

Comparison of Hemispherical Combustion 

Chamber and Tangential Combustion Chamber. 

In our next experiment we will be comparing 

Hemispherical Combustion Chamber (HCC) with 

Tangential Combustion Chamber (TCC) in order to 

check which combustion chamber performs better. 

The results will determine how much swirl is being 

generated in a particular profile which will further be 

the basis for analysing the emissions, because better 

swirl results into further reduced emissions. 

Table :Performance Parameters 

 
From the above results we can see already that the 

parameters like BP, SFC, BTE are better in TCC 

compared to HCC, therefore TCC can be further used 

in our next experiment which is emission analysis. 

The values here in the above table can be represented 

in a comparative graph. 

 
Graph :TCC and HCC Performance comparison 

 

From the above graphical representation, we can see 

that TCC satisfies our requirements and to further 

cement our claims we will be doing an emission 

analysis and compare the values between TCC and 

HCC. 

Table : Emission Parameters 
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Graph- Emission Parameters between TCC and HCC 

Hence, it is evident from the values and graph that 

TCC (Toroidal combustion chamber) gives better 

performance compared to HCC (Hemispherical 

combustion chamber).Therefore we can now proceed 

towards the core of our study experiments which will 

be covered in the next chapter. 

5.RESULTS AND DISSCUSION 

Performance Parameters 

Engine performance is an indication of the degree of 

success of how the engine performs its assigned task, 

i.e., the conversion of the chemical energy contained 

in the fuel into the useful mechanical work. As it is 

already evident that toroidal shape gives better 

performance compared to hemispherical combustion 

chamber (HCC), we will be performing all our 

analysis on toroidal combustion chamber (TCC). The 

performance of an engine is evaluated on the basis of 

the following: 

Table : Experimental values for pure Diesel 

 

 

 
Graph :Performance Parameters of Pure Diesel 

 

 

 

 

In the above results table and graph, we can see the 

performance values obtained for pure diesel as fuel 

and these performance factors will be further used to 

compare with the Tobacco seed oil biodiesel blends, 

we will be using three different blends of the 

biodiesel which are B20, B30, B50 and compare 

which blend is the most optimal for making a micro 

emulsion which gives us better stability, reliable and 

consistent performance. 

Table :Emissions values for pure Diesel 

 

 
Graph :Emission parameters for Pure Diesel 

Here, are the emission values of pure diesel which 

are theoretically and experimentally obtained, since 

there is not much of a difference between the 

theoretical values and experimentally obtained 

values, we will be considering the experimentally 

obtained values and then these values will be used as 

a medium of comparison between B20, B30 and B50. 

Now we will be running the engine on a standard 

B20 tobacco seed oil biodiesel blend to obtain the 

performance parameters as well as emission values to 

compare them with others. 

 
Table:  Experimental values for Tobacco oil with 

B20 Blend 
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Graph :Performance Parameters for B20 TSOME 

Here we can clearly see that there is a gradual 

difference in the performance parameters namely the 

BP, BSFC, BTE are at least 0.2, 0.4, 0.1 values 

different compared to diesel and by this we can now 

have a look at the emission values to see if there is 

any reduction in the pollution. 

 

 
Table :Emissions Values ForTobacco Oil With B20 

Blend 

 
Graph:Emissions Parameters forTobacco Oil with 

B20 Blend. 

Here we can see that CO values are 0.004 ppm more 

compared to diesel but there is a significant reduction 

in the HC values which are at least 3ppm less 

compared to diesel, although the NOx values are 

20ppm more, the CO2 values are 0.1% less and by 

this we can now further compare these values with 

the B30 and B50 blends. 

 

 

 

Performance And Emission Characteristics Of Bio 

–Diesel With Spaan- Tween (Surfactant And 

Emulsifier) And Distilled Water. 

We will now undergo a performance analysis on B20 

tobacco seed oil with 5ml, 10ml, 15ml additive 

blends to see which blend is the most optimal and 

high stability as well as it has better performance to 

sustainability factor. 

Since we have already determined that a Tangential 

combustion chamber (TCC) gives a better swirl to the 

fuel vapour compared to a Hemispherical combustion 

chamber (HCC), we will be then using TCC as 

primary means of analysis for all the B20 TSOME 

blends. 

We will be starting the analysis with a 5ml distilled 

water blend, and further on we will be undergoing the 

emission analysis to compare the values with other 

two blends. 

Table: Experimental values of B20 Blend with 5ml 

of Additives (Distilled water) 

 

 

 
Graph :Performance Parameters of B20 blend with 

5ml DW TSOME 

Table :Emissions values of B20 Blend with 5ml of 

Additive (Distilled water) 
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Graph:Emission Parameters of B20 5ml DW TSOME 

Here we can already see that we have obtained pretty 

promising HC and CO2 values, although there is not 

much of a change in the CO and NOx values. So, we 

will be further carrying out a performance study of 

10ml TSOME blend. 

Now we will be doing a performance and emission 

analysis of B20 TSOME 10ml distilled water additive 

blend to check whether we get better values 

compared to 5ml B20 TSOME blend 

Performance Analysis Graphs Of B20 Tsome 

Blends 

Brake Power: 

Break power of an CI Engine is the power available 

at the crank shaft. The break power of an CI Engine 

is usually measured by means of a break mechanism. 

Here we can see that 15ml TSOME blend has the 

most output for break power. 

 
Graph :Comparision of Break Power between all 

fuels 

BREAK THERMAL EFFICIENCY: 

It is defined as a break power of a heat engine as a 

function of the thermal input from the fuel. It is used 

to evaluate how well a energy converts the heat from 

a fuel to mechanical energy. Here we can see that 

15ml TSOME blend has the most BTE value. 

 
Graph :BTE Comparison of all Fuels 

SPECIFIC FUEL CONSUMPTION 

Here we can see that specific fuel consumption is of 

5ml B20 TSOME blend is the most optimal 

compared to all the fuels. 

 
Graph :SFC Comparison of all Fuels 

MECHANICAL EFFICIENCY: 

It measures the effectiveness of a machine in 

transforming the energy and power that is input to the 

device into an output force and movement. Here we 

can see that 15ml B20 TSOME blend has the best 

output for mechanical efficiency. 

 
Graph ME of all Fuels 
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Oxides of Nitrogen (NOx) 

Here we can see that 10ml B20 TSOME has the best 

output for reduced NOx emissions compared to other 

blends. 

 
Graph :Comparison of NOx values of all Fuels 

Hydrocarbons (HC) 

Here we can see that HC emissions are less in 10ml 

B20 TSOME compared to other blends although 

diesel has the highest value for HC emissions. 

 
Graph :Comparison of HC values of all Fuels 

CARBON OXIDE (CO) 

Here we can see that 10ml B20 TSOME has the best 

output for reduced CO emissions when compared to 

other blends. 

 
Graph :Comparison of CO values of all Fuels 

CARBON DIOXIDE (CO2) 

Here we can see that 10ml B20 TSOME the best 

output for reduced CO2 emissions when compared to 

all the other blends. 

 

 

 

 

 
Graph :Comparison of CO2 values of all Fuels 

 

Since low exhaust gases values as well as the 

performance to stability factor are the primary 

prerequisites of our study. We can hence conclude 

that all the three characteristics are best obtained in 

10ml B20 TSOME. 

Therefore, we can finally say that 10ml B20 TSOME 

blend is the most stable and sustainable fuel 

compared to other blends, hence we have got the 

most optimal fuel in this study to work with the 

tangential combustion chamber to obtain best 

performance and reduced emissions for tobacco seed 

oil biodiesel. 

6.CONCLUSION 

Final Statement 

In this investigation biodiesel fuel extracted from 

FCV Tobacco seed oil is emulsified with distilled 

water and tested in the single-cylinder diesel engine. 

In the initial analysis of this study, Physical and 

chemical characteristics of diesel and tobacco seed 

oil as well as Tobacco seed oil microemulsion 

(TSOME) were analysed. Then experimental studies 

are carried out by running the engine on varied piston 

geometry (Toroidal shape) and well as varying load 

conditions, the corresponding performance and 

emission characteristics were studied. The 

conclusions made from the present study are as 

follows. 

STABILITY, PERFORMANCE AND EMISSION 

CHARACTERISTICS OF TOBACCO SEED 

BIODIESEL AND ITS BLENDS: 

•It is observed that after cold mechanical pressed 

yield obtained from tobacco seeds was 34 percent 

and after transesterification the maximum yield of 

biodiesel obtained in the due process from tobacco 

seed oil was 85 percent.  

•Initially the colour of biodiesel had tint of green 

colour but later on after coming back to the room 

temperature it was observed to be dark yellow or in 

colour similar to Karanja oil. Although the nature of 

tobacco biodiesel was found to be non-hazardous, 

unlike pure diesel. 

•After addition of surfactants (SPAAN-TWEEN), the 

stability of the fuel for various blends of distilled 
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water varied greatly and 10ml B20 blend was 

observed to execute highest stability. 

•It is observed that all the performance parameters 

like BP, SFC, Mechanical Efficiency, Brake Thermal 

Efficiency have a drastic difference in performances 

of Hemispherical combustion chamber and Toroidal 

combustion chamber. Since the performance of TCC 

is better, it was used in the engine to analyse the 

performance of TSOME blends as well as pure 

diesel. 

•It is observed that lowest volumetric efficiency was 

seen in the pure biodiesel B100 fuel whereas the 

highest volumetric efficiency was seen in pure diesel. 

•Mechanical Efficiency has a steady rising peak as 

we go from pure tobacco biodiesel to B20(15ml) 

TSOME. However, the highest mechanical efficiency 

was observed in case of pure diesel only. 

•NOx emissions are observed to be the lowest when 

the load is maximum in case of B20(10ml) and the 

highest peak was observed in case of pure diesel 

when the load is lowest. 

•It is observed that applied load increases carbon 

dioxide (CO2) emission increases for both TSOME 

blends and diesel. Regarding CO2 emission among 

the blends of TSOME, biodiesel B20 (10ml) shows 

better results. However, at maximum load conditions, 

TSOME blends B20 (10 ml) shows 2.1% and diesel 

4.2%, which clearly shows that biodiesel blend B20 

(10ml) has 0.3% less when compared with diesel.  

•It is observed that applied load increases carbon 

monoxide (CO) emissions increase for both TSOME 

blends and diesel. Regarding CO emission among the 

blends of TSOME biodiesel B20 shows better results. 

However, at maximum load conditions TSOME 

blend B20(10ml) shows 0.019% and diesel 0.042%.  

•It is observed that applied load increases 

hydrocarbons (HC) increase for both TSOME blends 

and diesel. However, at maximum load conditions 

TSOME blends B20(10ml) shows 18ppm and diesel 

40ppm, it clearly shows biodiesel blend B20(10ml) 

has 22ppm less when compared with diesel. 

•A comparative study of all the fuel blends which 

were used in the experiment have been observed in 

the form of line graphs, which clearly shows us the 

performance of various TSOME blends and various 

performance parameters which can be selectively 

considered to obtain the required fuel characteristics. 

However, the most stable specimen is finalized as the 

best fuel because a microemulsion needs to be stable 

for longer periods of time to be able to sustain in the 

commercial market. In the studies we have observed 

that TSOME B20 (10ml) has a shelf life of 58 - 60 

days. After the shelf life the fuel simply separates 

itself into a colloidal solution. 

From the above studies, it concludes that TSOME 

biodiesel blend B20 (10ml) shows better results when 

compared with diesel and other blends. 

Hence, the above studies, conclude that Tobacco seed 

oil biodiesel blend (B20) with Surfactants SPAAN 

TWEEN and distilled water 15ml forms a 

microemulsion which is more stable and effective in 

performance when compared with other blends. 
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Abstract— The purpose of this study about the feasibility of non-conventional air conditioning systems is mainly implied to discover 

new and more effective air condition systems in terms of expenses as well as reduced adverse effects on the environment. The 

resources which are available by nature can be implemented in air conditioning applications and energy conservation or savings can 

be achieved. During the study, an energy-efficient hybrid geothermal system is designed for an office space, where a major part of the 

air conditioning need is fulfilled by the geothermal heat exchange principle, and an auxiliary conventional air conditioning system is 

used to fulfil the additional temperature requirements for that particular space. A geothermal heat exchange system is based on heat 

transfer through a ground looping system which comprises an array of loops sheathed under the ground up to a significant depth. At 

a certain depth underneath, the soil temperature remains constant and significantly low throughout, irrespective of the ambient 

temperature. Thus, this temperature source is used for heat exchange in an air conditioning process, thereby reducing the major 

energy requirement. Major advantages of using this system for an air conditioning application over conventional systems are greater 

energy efficiency, minimal operating expenses, higher reliability, reduced environmental hazards to a great extent, etc. 

 

Keywords—Geothermal, Heat transfer, Air conditioning, Non-conventional energy, Closed Loop 

 
I. INTRODUCTION 

The non-conventional air conditioning i.e., geothermal air conditioning system works on the principle of heat transfer 

through the earth‘s surface for either heating or cooling applications as desired. Heat transfer takes place between the 

temperature source beneath and the air which is a primary medium of an air conditioning system [3]. The use of Ground source 

heat pumps (GSHPs) for air conditioning is observed as one of the best renewable energy technologies which are both cost-

effective and energy-efficient[4].It is observed that the temperature underneath at a certain depth of soil remains constant and is 

considerably low compared to that of the ambient condition [6].The difference between the ambient and underground soil 

temperature sources varies between 10 and 25 degrees [5]. Thus, accordingly, the rate of heat transfer takes place. During the 

summer season, the underground source acts as a heat sink and in the winter season, the underground heat source acts as a 

heating medium. And other controlling parameters such as humidity, indoor air quality, air changes per hour, and zone control 

can be achieved by means of the usual equipment of an air conditioning application.  This study helps in understanding the 

feasibility of the design which is carried out based onthe International Ground Source Heat Pump Association (IGSHPA) and 

also the thumb rules of the American Society Of Heating, Refrigeration And Air Conditioning Engineers (ASHRAE) with 

respect to geothermal systems [1, 2]. The energy demand is increasing very rapidly with the growth of the population and to 

fulfill this requirement, conventional energy sources are being used which are resulting in many adverse effects like global 

warming and air pollution [7].  The use of renewable energy like geothermal energy is a promising solution to meet a significant 

part of demand. 

 

II. LITERATURE REVIEW 

 

Abdul Ghani Olabi et al. [8] studied various geothermal energy Technologies and compared their hybrid versions. This work 

studies the various applications of geothermal-based hybrid technologies and investigates the effectiveness of renewable energy 

sources. It was described that the combination of renewable energy sources and geothermal energy results in efficient 

hybridization. In this study, more emphasis was given to the adoption of flexible control methods which can help in controlling 

each energy source effectively so that overall energy production can be optimized. 

 

Masih Alavy et al. [9] discussed about hybrid geothermal air conditioning system for cooling and heating of an conditioned 

space by using a common loop distribution system. The crucial parameter involved in these hybrid systems is to design an 

optimized regeneration cycle to meet the load demand and heating requirements. Geothermal energy plants will not produce any 
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harmful emissions when compared with conventional fossil fuel-based systems for the same load requirement. Geothermal 

energy extraction is not much efficient due to its low-grade nature and in general, it is used in combination with hybrid systems 

to meet the demand which is not possible by using geothermal energy sources alone [10,11]. 

 

NimaBonyadind et al. [12] studied the different hybrid system combinations and their main selection criteria which are to 

reduce the operating cost throughout the year and also to prevent the environment from emissions.   Martina Ciani et al. [13] 

compared the geothermal-solar power plant which was coupled with thermal energy storage to develop an efficient hybrid 

design.  Montaser Mahmoud et al. [14] investigated the use of phase change materials (PCM) integration with Geothermal 

energy as one of the most stable renewable energy applications which can be used to avoid thermal fluctuations during peak 

loads. In this article, the PCM-based hybrid system is used to enhance the rate of heat transfer and also to stabilize thermal 

imbalances. 

 

Ceyhun Yilmaz [15] studied the adsorption cooling system powered by the geothermal system for cooling buildings. In this 

study, the thermodynamic performance and economic analysis of the system are studied to analyze the annual cost and 

coefficient of performance (COP). The outcome of this study can help design sustainable buildings and reduce the cost of 

energy with greater efficiency per unit.  

 

S.A. El- Agouz et al. [16] investigated the performance of a geothermal system integrated with a desiccant air conditioning 

system under the influence of various climatic conditions. The thermal analysis of this system is performed under different 

stimulated weather conditions which resulted in obtaining optimum comfortable temperature in different climatic conditions. 

The different climatic zones are studied to analyze the consumption of ground and solar energy in this hybrid system.  

 

WahibaBendaikha et al. [17] performed the feasibility of a geothermal heat pump coupled with a hybrid fuel cell for 

application in air conditioning. The experimental analysis is done for heating and cooling requirements in the Northern part of 

Algeria. It was concluded that the use of Hybrid Energy Systems (HES) when integrated with proton exchange fuel cells is 

effective in air conditioning by using absorption sub-systems that can reduce the overall cost as the electricity consumption of 

the compressor is eliminated. 

 

Baccoli, R et al. [18] studied the energy and exergy analysis conditioning system by using the geothermal heat pump. This 

investigation uses vertically placed heat exchangers attached to the ground to analyze the thermal conductivity, boundary 

conditions, and diffusivity of the system so that maximum efficiency can be obtained comparatively. The theoretical and 

mathematical calculations were performed to develop the feasible Ground Source Heat Pump (GSHP). 

 

2.1 PROBLEM DESCRIPTION:  

 

The geothermal energy resources are combined with the other sources of energy to form a hybrid system but the initial capital 

requirement of these systems is very high also there are many factors to be considered before installing these systems such as 

ambient temperature, ground soil properties, cost of drilling, machinery, and material requirements. The most crucial aspect to 

employ these hybrid systems is to select an efficient control method by considering the nature of the individual energy source. 

Apart from various environmental conditions, it is also important to perform a feasibility study so that the running cost can be 

minimized and the high initial capital requirement can be justified in the long run. 

 

III. GEOTHERMAL SYSTEM 

The Geothermal Air conditioning system uses the heat of Earth's crust which is usually maintained at constant temperature 

respect of the ambient environmental conditions. As we go deep into the earth from ground level, for every 70 feet the 

temperature rises to 1°F. There are three main types of geothermal Technologies which uses earth's energy. They are: 

 Direct use geothermal 

 Ground source heat pumps 

 Deep and enhanced geothermal systems 

These systems are coupled to form a continuous loop through which cooling medium is circulated. The air conditioned space 

where the conditioned air is circulated through geothermal system or hybrid auxiliary systems. The auxiliary systems are used 

where the geothermal system alone cannot fulfil the load demand. A series of pipes are installed in the form of loops which act 

as a heat exchanger through which continuous circulation of cooling medium takes place from a conditioned space to the ground. 

The cooling medium like water is continuously circulated through these loops which transfers heat from the ground to 

conditioned space or vice versa. This underground pipe loop is made up of plastics or metals which are coupled with an air 

handling unit or an auxiliary system to fulfil the load requirements. 

A. Closed Loop Geothermal  Air Conditioning System 

The geothermal air conditioning system of the closed loop type employs continuous loops connected in series or 

parallel arrays which are used to circulate the solution continuously throughout the closed system where heat transfer occurs. 

The same solution is circulated constantly in the closed loop.  The underground loop system is widely used in areas where 

water scarcity is present while on the other hand, this system can also be coupled by means of nearby water body like ponds 
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or lakes where efficient heat transfer takes place. There are two types of closed-loop systems depending on their 

configuration one is Horizontal and the other is Vertical. In places where ground area availability is less, a vertical closed 

loop system is used which uses vertically drilled deep boreholes and in every hole different loop configurations can be set up 

like simple coaxial, complex coaxial, single U pipe, Double U pipe, etc.  

While designing this loop system it is very important to maintain proper distance between the two adjacent vertical 

boreholes to avoid ineffective heat transfer between the loops and as per standards, it is around 15 to 20 feet. 

 

Fig. 1 Closed Loop Vertical System 

IV.  BUILDING DETAILS 

The space to be conditioned in this study is considered to be an office space. The location of such space is Banglore, India. The 

north and eastern facing of that office space is a complete glass section. And the other two sides of the space are referred to as 

conditioned partitions. Typical office space on the first floor of a building is taken into consideration and the system being 

executed shall be located at ground level. The office space elements a total area of about 4349 square feet and a large number of 

workstations are incorporated into that space along with void spaces such as passages and corridors. The indoor air handling 

system used for air conditioning is installed in a dedicated room remote to the office space and the adjoining spaces are 

considered to be conditioned spaces. Hence, particular office space is taken into consideration for studying the feasibility of the 

geothermal system in executing the purpose of supplying the conditioned air to that space. A capacity of about 119 persons can 

be accommodated into the space with relevance of sedentary style work since it is an office space, while the system is being 

designed as per standardsof ASHRAE [1,2]. The occupancy is finalized based on the number of existing workstations within 

that particular space. Henceforth, the heat load calculation is done based on this occupancy rate, and also other important 

aspects of heat intake into the space which is majorly from the glass exposures have been considered while designing the system 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Building Plan 
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V. CALCULATIONS 

A. Heat Load Estimation for an office space 

The total heat load of office space in consideration is evaluated by using a software called hourly analysis program (HAP). 

The calculated cumulative heat load is 16.3 T.R resulting from the above-said software. And the flow rate of air required to 

maintain the specified temperature within the zone is estimated to be 9463 CFM i.e, cubic feet per minute. 

B. Pipe Sizing 

The pipe size designed to allow the circulation of low-temperature water throughout the system is evaluated by using Mc 

Quay pipe sizer software. While designing the size of piping an important parameter required to calculate the pipe size is the 

water consumption rate desirable within the system and the same is estimated based on the standard recommendation for 

geothermal conditioning system. A general value of consumption rate varies between 2 and 3 GPM but the rate considered in 

this study is taken as 2.4 GPM per T.R which is an effective consideration while designing the pipe size. 

 Rate of Water consumption – 2.4 GPM per TR for a loop which is considered a closed cycle heat exchange. 

 Total estimated GPMfor office space = 16.3 × 2.4 = 39.12GPM 

 Desirable Pipe size resulted from evaluation = Ø 2‖ 

 
Fig. 3 Pipe Sizer 

 

C. Loop Length Evaluation 

An important parameter in the geothermal system of air conditioning is the length of closed-loop piping that is to be sheathed 

underneath the earth‘s surface and the loop length for the respective heat load of the considered space can be calculated by an 

expression determined by the International Ground Source Heat Pump Association (IGSHPA) stated as follows. 

 

Expression for loop length, 
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 Where, 

RP – Pipe resistance 

RS – Soil resistance 

CC – Cooling capacity 

T1 – Minimum ground temperature 

T2 – Maximum attainable fluid temperature 

FC – Cooling factor = 0.6 

COP – 2 to 4 for cooling application  
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The optimumtemperature of the source underground for the selected region is 22°C. 
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And the maximum temperature of fluid achieved during heat transfer through loops is about 27°C based on the thermal 

conductivity of the loops. 

C.O.P for cooling application is consideredbetween a range of 2 to 4 i.e., '3'. 

 

 L = 2186.76feets 

Thus single – U bend loop system is desirable and the depth of the loop significant for heat transfer is considered 100 feet, as 

recommended according to the thumb regulation subsequently, 

 

 Total number of U – loops to be installed underneath, 

 
       

      
       

 
       

 

 Therefore, an array of 4 × 3vertical parallel loop systems is to be installed as per the design. 

 The intermediate distance between each loop is considered to be 15' 

The piping in the closed loop system is made up of galvanized iron (G.I) which is preferable due to advantages like lower 

 initial costcomparedto other metals such as copper and enhanced thermal conductivity. Also, it has longer service 

 life with consistent performance. 

D. Hybrid System Selection 

The requirement of a hybrid system occurs while the cooling load demand is not fulfilled by using only a geothermal system. 

As a result, the integration of a geothermal air conditioning system with other conventional or auxiliary systems is incorporated 

which helps in meeting the part load requirement of a conditioned space. During water circulation through the ground loops, the 

peak temperature that can be attained per site is limited to 27° C, but during the peak ambient temperature condition the 

preferred temperature inside the conditioned space is to be maintained at 16°. Therefore by using only a geothermal system 60% 

of the required cooling can be attained in a conditioned space. 

 

 16 ÷27 = 0.592 i.e. 0.6 or 60 % 

 

Therefore, the rest 40 % of the cooling demand is fulfilled by means of an air-cooled chiller system which is coupled with the 

geothermal system. This auxiliary system is used here as the net heat load is less than 100 T.R which makes it highly suitable in 

this kind of application. 

E. Cost Comparison  

 

TABLE I 
COST COMPARISON WITH CONVENTIONAL SYSTEM FOR SAME APPLICATION 

S.No Type of Cost Air Cooled 

Chiller 

System 

 Geothermal 

System 

1 Capital Cost 

 

 

₹420000/- 

 

₹956740/- 

 

2 Running costs per 

month 

 

 

₹142524/- 

 

₹65066/- 

The cost analysis is done here to compare the conventional air conditioning systems with this unconventional system from 

the actual market analysis point of view. 

 

VI.  CONCLUSIONS 

The major difference in terms of financial analysis of these two systems is that the cost of a Hybrid geothermal air 

conditioning system is 75% more than compared the regular conventional air conditioning systems. But the major 

differentiating factor here is the operating costs which result in 45% of savings per month that can be achieved if a geothermal 

system is used in place of conventional systems. This is due to the high efficiency of the geothermal system,particularly in the 

winter season where the auxiliary system is not required as the required comfort temperature can be obtained in the conditioned 

space just by using geothermal heat transfer from the ground loops. 

By using these Hybrid geothermal energy system there is not much difference in electricity consumption but if groundwater 

is used as a circulating medium the space requirement and water consumption are reduced and no heat is released into the 

atmosphere thereby helping in prevent global warming. It is observed that there has been significant growth in solar-assisted air 

conditioning systems as it's one of the promising solutions towards sustainable future. 
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ABSTRACT 

 Selective Catalytic Reduction (SCR) is an advanced 

active emissions control technologies that offers an 

economic and effective means of reducing Oxides of 

Nitrogen (NOx) emissions from flue gas by injecting 

a reductant agent through a special catalyst into the 

exhaust stream of flue gas. SCR is typically capable 

of removing 80 to 90 percent of NOx emissions from 

fossil fuel power plants, and is widely considered the 

most effective technology demonstrated up to date 

for this purpose. SCR technology is designed to 

permit nitrogen oxide (NOx) reduction reactions to 

take place in an oxidizing atmosphere. It is called 

"selective" because it reduces levels of NOx using 

ammonia as a reducing agent with in a catalyst 

system. The chemical reaction is known as 

"reduction" where the flue gas is the reducing agent 

that reacts with NOx to convert the pollutants into 

nitrogen, water and tiny amounts of CO2. 

The objective of this paper was to establish the 20 

litres capacity Selective Catalytic Reduction (SCR) 

test facility in Advanced Pressurized Fluidized Bed 

Gasification (APFBG) test facility and also evaluate 

the performance of 11.8mm pitch Honeycomb type 

catalyst for NOx reduction by operating APFBG test 

facility in combustion mode with high ash Indian 

coal. The Honeycomb type catalyst was tested with 

high dust conditions by varying the flue gas 

temperature from 300 Deg. C to 350 deg. C. The 

results showed that the SCR test facility with 

honeycomb type catalyst has been established 

successfully and also achieved very satisfactory 

performance with high dust conditions. The 

honeycomb catalysts was removing minimum of 67% 

and Maximum 80% NOx from flue gas with 30-52 

grams/Nm3 dust concentration. Ammonia slip was 

measured in the range of 4 to 6 ppm and the ratio of 2 

ammonia (NH3) to oxides of nitrogen (NOx) was 

maintained as 1.0 for all experiments. 

1.INTRODUCTION 

Fossil fuels play a crucial role in the energy mix, and 

will continue to play a major role in decades to come. 

Coal is the most common source for heat and power 

production, and the role of coal will continue to be 

very important in the near future. According to EIA 

statistics for 2016, coal remains the second largest 

energy source worldwide until 2030 and from 2030 

through 2040, it is the third-largest energy source. 

World coal consumption increases from 2012 to 2040 

at an average rate of 0.6%/year [1]. The coal 

combustion generates solid and gaseous combustion 

products and is inevitably associated with 

environmental pollutants among which Oxides of 

Nitrogen (NOx) are major ones. The nitrogen 

monoxide (NO), nitrogen dioxide (NO2) and nitrous 

oxide (N2O) molecule belongs to the family of   

nitrogen oxides (NOx) compounds. NOx is used to 

refer to the total amount of nitrogen oxides. About 95 

% of oxides of nitrogen from industrial activities 

come from combustion processes. NOx can cause 

severe health problems and have strong 

environmental impacts. The main effects are: 

Formation of ground-level ozone, formation of acid 

aerosols, formation of acid rain, deterioration of 

water quality, formation of toxic chemicals and 

global warming. 

 

Selective Catalytic Reduction (SCR):  

SCR is a process, where ammonia (NH3) is injected 

into flue gas stream, allowing  

the ammonia (NH3) to selectively react with nitrogen 

oxides NOx (NO & NO2) and decompose them into 

water (H2O) and Nitrogen (N2) in presence of 

catalyst. An ammonia is injected into exhaust gases 

containing NOx. The gases mix thoroughly in a 

turbulent zone, and then pass through the catalyst 

where the NOx is reduced. The technique is known 

as "selective" because the reducing agent will 

preferentially react with NOx instead of O2 at the 

proper temperature. The term "reduction" is used 
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because the nitrogen is chemically reduced from an 

oxidized form to molecular nitrogen. 

2.LITERATURE REVIEW 

So far numerous investigations have been 

done in the selective catalytic reduction of NO by 

NH3 as a reducing agent over vanadium and titanium 

based catalysts to improve the reduction 

performances. Also, in an effort to improve the NOx 

conversion efficiency, several investigations have 

been performed using parameters such as space 

velocity, the temperature of the SCR catalyst and the 

volume of oxidation catalyst at different raw NOx 

concentrations. 
Hubner et al. (1996) carried out an experimental 

investigation on NH3-SCR of NO with a filter 

medium made from ceramic fibers on laboratory and 

bench scales, using model flue gases and a real flue 

gas from fuel oil combustion; filter candles were used 

and impregnated with various SCR catalysts 

(vanadium-oxide and others). 
Zurcher et al. (2008) experimentally investigated 

NH3-SCR of NO over two catalyst configurations 

namely ceramic candle and ceramic sponges, 

impregnated with V2O5/ TiO2/WO3-based catalysts, 

in a fixed-bed reactor and individually. Results 

showed that the highest conversion values at 300 °C 

for both configurations in a fixed-bed reactor were 

generally lower in multifunctional reactors.  
(Nam, 2007). Lietti et al. (1997) performed 

numerical investigations to determine the  
DeNOx behavior over a V2O5 SCR catalyst by 

changing various parameters such as NH3 

concentration, the temperature of the SCR catalyst, 

and NH3/NO ratio. 
Furthermore, Nova et al. (2006; 2009) conducted a 

kinetic modelling of SCR  
reactions over a Vanadia based catalysts for heavy 

duty diesel applications. Even so, there are few 

investigations concerning NH3-SCR of NO over 

Vanadia-based catalysts in a catalytic filter and 

honeycomb reactor. These multifunctional reactors 

for the simultaneous filtration and selective catalytic 

reduction (SCR) of NOx in high temperature gas 

cleaning are of industrial interest since they allow 

substitution of two or more process units with a 

single reactor, where all the operations of interest are 

executed simultaneously. They have been suggested 

to save energy, space and cost and are capable of 

carrying out, besides the chemical reactions, other 

functions, such as separation or heat exchange.  
Schaub et al. (2003) studied NH3-SCR of nitric 

oxide (NO) over V2O5/TiO2 in a catalytic filter using 

numerical kinetic modelling. They found that NO 

conversion of 60-80% is possible on the time scales 

of gas flow through the catalytic filter medium for 

temperatures around 250-350 °C. They also 

developed their model to indirectly reach some sort of 

validation for a SCR honeycomb reactor.   
Roduit et al. (1998) developed a 3D modelling for 

selective catalytic reduction of NOx by NH3 over 

Vanadia honey- Selective Catalytic Reduction (SCR) 

of NO by Ammonia Over V2O5/TiO2 Catalyst in a 

Catalytic Filter Medium and Honeycomb Reactor 877 

Brazilian Journal of Chemical Engineering Vol. 32, 

No. 04, pp. 875 - 893, October - December, 2015 

comb catalysts.  
Winkler et al. (2003) developed a one-dimensional 

numerical model for chemical reactions to describe 

the DeNOx behaviour of a current commercial SCR 

catalyst by considering both standard and fast SCR 

reactions with the oxidation of NH3.   
They also carried out a parametric study by changing 

the concentrations of various components such as 

NO, NH3 etc. to find the effects on SCR performance 

using FTIR spectrometry and computational 

investigation. The heterogeneous chemical reactions 

taking place on the catalytic surface are also taken 

into account based on the Langmuir-Hinshelwood 

(LH) mechanism, while the NH3 storage phenomena 

are adopted through the DubininRadushkevich 

adsorption isotherm (Tsinoglou and Koltsakis, 2007). 

To evaluate the DeNOx performance, Gieshoff et al. 

(2000) carried out studies and changed parameters 

such as the NH3/NOx and the NO2/NOx ratios over a 

V2O5 catalyst.   
 
3. Properties of Feedstock  

3.1 Sub Bituminous Coal 

 Raw sub bituminous coal of grade E and of –10 mm 

size from Singareni calories was obtained for this 

experimentation. The various analysis of coal has 

been pursued using in-house available techniques and 

shown in table 4, 5, 6, 7 & 8.  The raw coal was 

crushed and sieved to 0.5 mm to – 4 mm sizes and 

used for generation of flue gas for testing of inhouse 

developed catalyst.   

3.1.1 Physical properties of Sub-bituminous 
coal:  

 

S.No  Physical properties of 

Sub-bituminous coal 
 

01  The mean diameter of the 

particle (mm)  
1.75  

02  Bulk Density of coal 

(kg/m
3
)  

810.04  
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03  Particle Density of coal 

(kg/m
3
)  

1665.1  

Table : Physical properties of Sub-bituminous coal   

3.1.2 Proximate analysis of Sub-bituminous 
coal (Wt %):  

 

S.No  Proximate analysis of Sub-

bituminous coal 
 

01  Moisture (%)    2.55  

02  Ash (%)  29.25  

03  Volatile Matter (%)  28.93  

04  Fixed Carbon (%)            39.27  

Table : Proximate analysis of Sub-bituminous coal 

4. EXPERIMENTAL SYSTEM DESCRIPTION 

The experiments were conducted in 20 litres 

capacity Selective Catalytic Reduction (SCR) test 

facility with 8mm pitch honeycomb type SCR 

catalysts. The 8mm pitch honeycomb type catalyst 

supplied by BHEL Corp. R&D, CTI Group 

Bangalore and is installed in 20 litres capacity 

Selective Catalytic Reduction (SCR) test facility to 

evaluate the performance. The existing 200mm dia 

pilot plant was operated in a combustion mode and 

generated flue gas for testing of 20 litres capacity 

honeycomb type catalysts for NOx reduction. The 

Process and Instrumentation Diagram (P&ID) and 

Pictorial View of SCR test facility for De-NOx 

process is shown in Figure 1(a) & 1(b) respectively. 

The performance of honeycomb type catalyst was 

tested with dust concentration of 30-52 grams/Nm
3
 in 

flue gas. The experimental setup comprises of the 

following systems/sub-systems and are explained 

subsequently,   

S.No  Sub System 

01  Ø200mm Pilot Plant Test Facility   

02  Flue Gas Cooler-I & II  

03  On-line Dust Monitoring system  

04  NOx Measurement System  

05  Ammonia Injection system  

06  Static Mixture  

07  SCR Reactor Housing  

08  SCR Catalyst  

09  Venturi Flow Meter  

Table : The experimental setup systems/sub-systems   

 Process &Instrumentation Diagram (P&ID) of 20 

Liters SCR test Facility 

  Figure : Process &Instrumentation Diagram (P&ID) 

of 20 Liters SCR test Facility. 
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Figurre: Pictorial View of 20 litres capacity SCR test 

facility 

 

Ø200mm Pilot Plant Test Facility:  

The Process Flow Diagram (PFD) and pictorial 

view of Ø200mm Pilot Plant Test Facility are shown 

in Figure 2. The pilot scale plant is operated in 

combustion mode to generate the flue gas (NOx, SO2, 

CO2, CO & O2) for testing of 8mm honeycomb type 

catalyst.   

The Ø200mm Pilot Plant Test Facility consists of 

three main sections: The feeding and extraction 

system, the reactor system and the gas cleaning 

system. The feeding system consists of one rotary 

feeder for coal and rotary extractor for extract the ash 

content from the reactor. The gas cleaning system 

path was completely blocked with high alumina brick 

to avoid the dust going in to cyclones. Since the 

present testing was recommended with high ash 

content (30-52 grams/Nm
3
), the flue gas is not 

allowed to enter in to gas clean-up system.  

 Apart from the main systems, the following sub 

systems also available in a pilot plant: air compressor 

and electric heater. The reactor consists of three 

zones; the plenum, reactor and free board section. 

Refractory bricks and insulation castables are laid 

inside the fluidized bed reactor to minimize the heat 

losses. The coal was introduced with help of rotary 

feeder inside the fluidized bed reactor with help of 

transport air. Thermocouples are installed radially 

and axially to measure the reactor temperature and 

pressure difference across the reactor is measured 

using Differential Pressure Transmitters (DPTs). 

Immediately after the flue gas generation, gas was 

sent in to SCR reactor without cleaning of dust 

particles.  

NOx Measurement System: 

A flue gas analyser is used to measure the oxides of 

nitrogen from flue gas at inlet and outlet of SCR 

reactor. A flue gas analyser is a portable electronic 

device, which measures and displays the products of 

combustion from both domestic and commercial 

fossil fuelled appliances. Additionally, they can 

measure the ambient air quality in rooms or 

buildings. Flue gas analysers are used for measure the 

following composition from flue gas i.e. O2, CO, 

CO2, SOx and NOx and these components are 

measured using NDIR (Non- Dispersive Infrared) 

Technology. The flue gas analyser along with 

measured composition is shown in figure 3.   

 

 

 
Figure: Flue gas analyser and measured composition 

SCR Reactor Housing: 

The honeycomb catalyst is enclosed in a fabricated 

stainless steel housing called SCR reactor. The size 

of the SCR reactor is 100 mm x 100 mm x 900 mm 

of 3 modules. The drawing of SCR reactor module 

casing for honeycomb is shown in figure .

 
SCR Catalyst: 

Catalyst is the heart of DeNOx process. There are 

two types of catalysts are available; Honeycomb type 

catalyst. The Honeycomb type catalysts with 8mm 
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pitch has been used for reduction of oxides of 

nitrogen (NOx) from flue gas. Anhydrous gaseous 

ammonia reacts with NOx in flue gas to form 

nitrogen (N2) and water vapour (H2O) in presence of 

honeycomb type SCR catalyst. The primary base 

material of catalyst is titanium dioxide (TiO2), with 

smaller amounts of other metal oxides including 

tungsten oxide (WO2) for thermal support and 

vanadium pentoxide (V2O5), which is the primary 

active material.   

The size of honeycomb catalyst is offered with 94mm 

X 94mm X 750mm of 3 Modules with 8mm pitch 

and 1mm wall thickness. The total volume of 

honeycomb catalyst is 0.0198 m3 (or) 19.8 litres 

(0.094*0.094*0.75 *3). The pictorial view of 8mm 

pitch honeycomb type SCR catalysts have been 

shown in figure 06. To provide a large gas contact 

area with a minimum pressure loss, the honeycomb 

catalyst is provided as 64 elements containing a large 

number of parallel channels (corrugated or extruded 

honeycomb catalysts). 

 
Figure 6(a). Pictorial View of 

8mm honeycomb  

SCR type catalyst  

Figure 6(b). Pictorial 

View of 8mm plate type 

SCR catalyst   

5.EXPERIMENTAL PROCEDURE 

The existing Ø200mm Pilot Plant Test Facility was 

operated in a combustion mode and generated flue 

gas for testing of 8mm pitch honeycomb type SCR 

catalysts. The Process and Instrumentation Diagram 

(P&ID) and Pictorial view of SCR test facility for 

De-NOx process is shown in Figure 1 (a) & 1 (b) 

respectively. The performance of honeycomb type 

SCR catalysts were tested with high dust (30-52 

grams/Nm3) concentration in flue gas.   

For testing of honeycomb type catalyst with dust, flue 

gas generated from the gasifier and sent directly to 

dust measurement system where the dust 

concentration was measured with help of on-line dust 

monitoring system. The gasifier and its pipe lines are 

shown in figure 7(a) & 7(b) respectively. Once the 

dust measured using on-line dust measurement 

system, the flue gas was sent to immersion heating 

coil to heat the flue gas to a required SCR inlet 

temperature (300 to 350 Deg.C) and is shown in 

figure 8(a). Then the inlet NOx concentration was 

measured using flue gas analyser and is shown in 

figure 3.   

Subsequently the required quantity of Anhydrous 

Ammonia was admitted with help of ammonia mass 

flow controller in to flue gas pipe line through 

ammonia injection nozzle. The pictorial view of 

ammonia mass flow controller and ammonia flow 

nozzle is shown in figure 4 (a) & 4 (b). The quantity 

of anhydrous ammonia is calculated based on the flue 

gas flow rate and NOx concentration in the flue gas. 

Once the anhydrous ammonia injected in to flue gas, 

the mixture of Ammonia (NH3) and Oxides of 

Nitrogen (NOx) gas was sent to static mixture for 

better mixing of ammonia and oxides of nitrogen in 

the flue gas. The pictorial view of static mixture 

system is shown in figure 9 (a). Then the mixture sent 

in to SCR reactor to reduce the oxides of nitrogen 

(NOx) in presence of honeycomb type SCR catalysts 

for NOx reduction at required SCR inlet 

temperatures. The line diagram and pictorial view of 

20 litre capacity SCR reactor module is shown in 

Figure 5. The temperature, pressure and differential 

pressures are measured across the SCR reactor using 

E-type thermocouples, pressure transmitters and 

differential transmitters respectively. Once the 

reaction completed in SCR reactor, the flue gas 

passes through gas Venturi flow meter to measure the 

flue gas flow rate for calculating the space velocity. 

The outlet NOx concentration and ammonia slip also 

measured before vent off to the atmosphere using 

flue gas analyser and ammonia gas analyser 

respectively. The NOx conversion rate was calculated 

based on the inlet and outlet NOx concentration of 

the SCR reactor. 

 

 

The International journal of analytical and experimental modal analysis

Volume XIV, Issue XII, December/2022

ISSN NO: 0886-936

Page No: 1123



6.EXPERIMENTAL RESULTS  

The existing Ø200mm Pilot Plant Test Facility was 

operated in a combustion mode and generated flue 

gas for testing of 8mm honeycomb type catalyst for 

generating the performance curves. The size of the 

each honeycomb is 94mm X 94mm X 750 mm long 

to get about 20 liter catalyst volume. The Process and 

Instrumentation Diagram (P&ID) of 20 litres SCR 

test Facility for De-NOx system is shown in Figure 1.   

 Coal was procured from Singareni calories, to 

generate the flue gas for testing of in-house 

developed catalyst. The physical properties, 

proximate and ultimate analysis of coal was shown in 

table 04, 05 & 06 respectively. Feed particle size has 

been maintained more or less same for all the 

experiments and which was + 0.5 to –4.0 mm.   

 The performance of honeycomb type catalyst was 

evaluated by varying the dust concentration from 38-

50 grams/nm3 in flue gas. For testing of honeycomb 

catalyst the flue gas flow rate varied at 31.80, 41.75 

& 51.70 Nm3/hr and space velocity  2102 /hr 

respectively. Also the SCR inlet temperature varied 

in the range of 300 to 350 Deg.C and the molar ratio 

of ammonia (NH3) to oxides of nitrogen (NOx) 

varied in the range of 0.9 to 1.0 for all experiments.   

The Ø200mm Pilot Plant Test Facility generates the 

flue gas by operating in  

combustion mode. The flue gas composition consists 

of carbon di-oxide (CO2), water (H2O), oxygen 

(O2), nitrogen (N2), nitrous oxide (NO), nitrogen di-

oxide (NO2), sulphur di-oxide (SO2), and Argon 

(Ar). The generated flue gas composition in volume 

percentage wise is shown in table 15.    

 

SCR Honeycomb Type Catalyst Performance 

Curves: 

Inlet NOx concentration Vs De-NOx efficiency 

 
Figure 11 Inlet NOx concentration Vs De-NOx 

efficiency  

Figure 10. Shows the De-NOx efficiency as a 

function of inlet NOx concentration. This experiment 

was conducted in a 20 litre capacity SCR test facility 

by maintaining the flue gas flow rate of 41.75 

Nm3/hr and space velocity 2100 /hr. Also varied the 

molar ratio of ammonia (NH3) to oxides of nitrogen 

(NOx) was in the range of 0.9 to 1.0 but reported 

only 0.9 (NH3: NOx=0.9) due to avoid more 

ammonia slip.  

The results show that the increase in inlet NOx 

concentration in flue gas leads to increase in De-NOx 

efficiency which could be attributed due to reaction 

kinetics [2]. When the inlet NOx concentration is 

increases from 469-506 ppm, the De-NOx efficiency 

also increased from 84 to 86.75%. The concentration 

of the reactants also affects the reaction rate of the 

NOx reduction process. However, NOx 

concentrations higher than approximately 150 parts 

per million (ppm) generally do not result in increased 

performance [3]. Low NOx inlet levels result in 

decreased NOx removal efficiencies because the 

reaction rates are slower, particularly in the last layer 

of catalyst [2]. 

Temperature vs. De-NOX efficiency: 

 
Figure. Shows the De-NOx efficiency as a function 

of SCR inlet temperature. this experiment was 

conducted in a 20 litre capacity SCR test facility by 

maintaining the flue gas flow rate of 41.75 Nm3/hr 

and space velocity   2102 /hr. Also varied the SCR 

inlet temperature in the range of 300 to 350 Deg.C 

and the molar ratio of ammonia (NH3) to oxides of 

nitrogen (NOx) in the range of 0.9 to 1.0 but reported 

only 0.9 (NH3: NOx=0.9) due to avoid more 

ammonia slip.  

The results show that the De-NOx efficiency 

increases as the temperature of the SCR inlet gas is 

increased which could be attributed due to more NO 

conversion at relatively high operating temperatures. 

When the SCR inlet temperature increases from 300 

to 350 Deg.C, 

 the De-NOx efficiency also increased from 83.26 to 

85.62% at a space velocity of 2102 /hr. The higher 

SCR inlet temperature favours the reaction kinetics 

between NOX and NH3. When the SCR inlet 

temperature increases the reaction rate also increases, 

which in turn increases the De-NOx efficiency. 
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Flue gas flow rate Vs De-NOx efficiency: 

 
Figure 12. Shows the De-NOx efficiency as a 

function of flue gas flow rate. This experiment was 

conducted in a 20 litre capacity SCR test facility  by 

varying the flow rate of 31.80, 41.75 & 51.70 

Nm3/hr. Also the SCR inlet temperature varied in the 

range of 300 to 350 Deg.C and the molar ratio of 

ammonia (NH3) to oxides of nitrogen (NOx) varied 

in the range of 0.9 to 1.0 but reported only 0.9 (NH3: 

NOx=0.9) due to avoid more ammonia slip.  

The results show that the De-NOx efficiency 

increases with decrease in flue gas flow rate which 

could be attributed due to less residence time. The 

residence time is the major parameter which greatly 

affects the DeNOx efficiency in SCR catalyst. When 

the flue gas flow rate increases, the residence time 

decreases which means the flue gas spent very less 

time in SCR reactor which leads to reduction in 

reaction rate between NOx and NH3. When the flue 

gas flow rate increases from 31.80, 41.75 & 51.70 

Nm3/hr, the De-NOx efficiency decreased from 

86.75 to 81.89% at different temperatures (300 -350 

Deg.C).   

NOx/NH3 molar ratio Vs Outlet NOX 

concentration 

 
Figure 14 NOx/NH3 molar ratio Vs Outlet NOX 

concentration 

Figure 13. Shows the outlet NOx concentration as a 

function of NOx/NH3 molar ratio. This experiment 

was conducted in a 20 litre capacity SCR test facility  

by maintained the flue gas flow rate of  41.75 Nm3/hr 

and space velocity i.e. 1500 Nm3/hr and 2102 /hr. 

Also the SCR inlet temperature has been maintained 

325 deg. C and the molar ratio of oxides of nitrogen 

(NOx) to ammonia (NH3) is varied in the range of 

1.0 to 1.1.  

The results show that the outlet NOx decreases with 

decrease in NOx/NH3 molar ratio which could be 

attributed due to less ammonia concentration in 

NOx/NH3 molar ratio. When the availability 

ammonia in the SCR catalyst increases, the reaction 

rate also increases which leads to reduction in out let 

NOX. When the ratio of oxides of nitrogen to 

ammonia decreases from 1.1 to 1, the out let NOx 

concentration reduced from 72.15 to 78.50 ppm. 

Ammonia slip Vs Flue gas flow rate 

 
Figure 17. Shows the ammonia slip as a function of 

flue gas flow rate. This experiment was conducted in 

a 20 litre capacity SCR test facility by varying the 

flue gas flow rate of 31.80, 41.75 & 51.70 Nm3/hr. 

Also varied the SCR inlet temperature in the range of 

300-350 deg. C and the molar ratio of ammonia 

(NH3) to oxides of nitrogen (NOx) in the range of 0.9 

to 1.0 but reported only 0.9 (NH3: NOx=0.9) due to 

avoid more ammonia slip.  

The results show that the Ammonia slip increases as 

the flue gas flow rate increases which could be 

attributed due lower residence time. When the flue 

gas flow rate increases from 1.80, 41.75 & 51.70 

Nm3/hr, the ammonia slip increases from 1.3 to 

1.9ppm at the molar ratio of ammonia (NH3) to 

oxides of nitrogen (NOx) in the range of 0.9. When 

the flue gas flow increases, the residence time 

decreases when the residence time decreases the 

reactivity also decreases. When the reactivity 

decreases the ammonia slip increases. Ammonia slip 

also increases as the catalyst activity decreases. The 

allowable ammonia slip approximately less than 2 

ppm . 
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7.CONCLUSIONS  

 Experiments were carried out to generate the 

performance curves with in-house developed 8mm 

Pitch Honeycomb type catalyst in a 20 litre volume 

capacity SCR test facility. The flue gas was generated 

from Ø200mm Pilot Plant Test Facility by operating 

in combustion mode. The NOx removal efficiency 

and ammonia slip was investigated with dust 

concentration of 38-50 grams/Nm
3 

in flue gas by 

varying the space velocities (2500-1500 per hr.) and 

flue gas temperatures (300–350
0
C) using anhydrous 

ammonia as reducing agent.  

• In-house developed 8mm pitch honeycomb type 

SCR catalysts were tested in a 20-liter capacity 

SCR test facility with dust concentration in the 

range of 38-50 grams/nm
3
 by varying the space 

velocities (2500-1500 per hr.) and flue gas 

temperatures in the range of 300–350
0
C using 

anhydrous ammonia as reducing agent.   

• NOx reduction efficiency achieved with 

honeycomb was 81.89 – 86.75% at 2500-1500 

per hr. space velocities and the ratio of ammonia 

(NH3) to oxides of nitrogen (NOx) was 

maintained at 0.9.  

• NOx reduction efficiency achieved with 

honeycomb was 82.72– 88.23% at 2500-1500 

per hr. space velocities and the ratio of ammonia 

(NH3) to oxides of nitrogen (NOx) was 

maintained at 1.0.  

• Ammonia slip measured was in the range of 1.4 

to 3.8 ppm for honeycomb catalyst at 0.9 & 1.0 

for ammonia to oxides of nitrogen.  

• The total Differential Pressure (DP) across 

Honeycomb SCR catalyst was 25-38 mmWc 

over a 2250mm length.  
 Finally, it can be concluded that, the 8mm pitch 

honeycomb type SCR catalysts are very much 

suitable for reduction of Oxides of Nitrogen (NOx) in 

the range of 80-90% in flue gas with dust 

concentration of 30-52 grams/Nm
3
 which are meeting 

the NTPC requirements. Hence, based on the 

performance achieved in 20 litre SCR test facility, the 

honeycomb type SCR catalysts were selected and 

finalized for establishment of 1500 Nm
3
/hr slip 

stream De-NOx system in Left Hand (LHS) side and  

Right Hand (RHS) Side at Unit-2 of NTPC Simhadri 

power plant as per MOU.  
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Abstract 

With the growth of e-commerce has come an upsurge in credit card theft. Due to the 

industry's stratospheric expansion, banks are finding it more challenging to detect credit card 

fraud. The detection of unauthorised purchases is one of the most critical responsibilities that 

machine learning performs in combatting credit card fraud. Banks use a variety of machine 

learning algorithms to forecast these kinds of transactions, drawing on previous data and 

introducing unique features to increase prediction accuracy. The success of credit card fraud 

detection is highly dependent on data set sampling technique, variable selection, and 

detection mechanism. This study investigates the effectiveness of logistic regression, decision 

trees, and random forest in detecting credit card fraud. A dataset of 2,84,808 credit card 

transactions from a European bank collected using kaggle. It defines fraudulent transactions 

as "positive class" and valid purchases as "negative class," but the data set is considerably 

skewed, with just about 0.172% being fraudulent and the rest being legitimate. Because to the 

author's frame interpolation efforts, the dataset now contains 60% fraudulent and 40% valid 

transactions. The dataset is subjected to each of the three approaches, and the output code is 

written in the programming R. Several metrics, including as sensitivity, specificity, accuracy, 

and error rate, are utilised to analyse the efficacy of the approaches in relation to the 

aforementioned criteria. The accuracy of the logistic regression, decision tree, and random 

forest classifiers was 90.0, 94.3, and 95.5%, respectively. When evaluated to logistic 

regression and decision trees, the Random forest outperforms both. 

1. Introduction 

Credit card fraud includes theft and fraud performed at the time of payment with a credit 

card, with the goal to make a purchase without paying or to withdraw cash from an account 

without authorisation. Identity theft is commonly associated with credit card fraud. Identity 

theft increased by 21% in 2008, according to data provided by the Federal Trade Commission 

in the United States, after being relatively stable throughout the middle of the millennium. 
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The overall number of ID theft cases fell, as did the proportion of complaints involving credit 

card fraud. Annual transactions totaled roughly 13 billion in 2000, with approximately 10 

million (or one in every 1300) being fraudulent. Furthermore, 5% of all monthly active 

accounts were fake (5 out of every 10,000). Even though only one-twelfth of all transactions 

are currently monitored by fraud detection systems, the resulting losses amount to billions of 

dollars. Credit card fraud is one of the most serious threats that modern businesses face. To 

effectively resist the illusion, it is necessary to first understand its mechanisms. Credit card 

thieves use a variety of techniques. The unauthorised use of another person's credit card for 

financial gain while both the card's rightful owner and the card issuer are unaware of the 

transaction is a common definition of credit card fraud. Card fraud typically begins with the 

loss or theft of the card itself or of the card account number or other sensitive data associated 

with the account that must be made available to a merchant during a legal transaction. The 

data is recorded on a magnetic stripe on the back of the card in a machine-readable format, 

and the card number, which is frequently the Primary Account Number (PAN), is displayed 

on the front. Cardholder's name, Card number, Expiration Date, Verification/CVV code, and 

Card Type are required fields. Credit card fraud can also be committed in a variety of other 

ways. Con artists are very skilled and can act quickly. This article will assist in identifying 

Application Fraud, which occurs when a person knowingly provides inaccurate information 

when applying for a credit card using the standard approach. Lost or stolen credit cards 

account for a large share of credit card theft. Aside from the traditional techniques of credit 

card fraud, more sophisticated fraudsters use skimming and tampering to steal money from 

unsuspecting victims. The magnetic strip on the back of the card or the information stored on 

the smart chip on the card can be copied from one card to another, providing the recipient 

access to the required information. 

2. Literature review 

The book by Rimpal R. Popat and Jayesh Chaudhary discusses They conducted a survey 

regarding the detection of credit card fraud, focusing on its three primary subfields: bank 

fraud, business fraud, and insurance fraud. They have prioritised the two primary methods of 

processing credit card transactions: I remotely (card not present) and ii in person. They have 

focused on techniques such as Regression, classification, Logistic regression, Support vector 

machine, Neural network, Artificial Immune system, K-nearest Neighbor, Naive Bayes, 

Genetic Algorithm, Data mining, Decision Tree, etc. They give a conceptual framework for 

six data mining approaches (classification, clustering, prediction, outlier detection, 
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Regression, and visualisation). The Artificial Immune System (AIS), Bayesian Belief 

Network (BBN), Neural Network (NN), Logistic Regression (LR), Support Vector Machine 

(SVM), Tree, Self-Organizing Map (SOM), and Hybrid Methods were among the various 

statistical and computational techniques covered (HM). All of the above-mentioned machine 

learning techniques, they reasoned, can deliver a high detection rate of accuracy, and 

businesses are eager to discover fresh ways to boost their earnings and cut expenses. Machine 

learning could be a viable alternative if you're seeking for a solution.  

Authors MohamadZamini  

Aiming to use autoencoder-based clustering for unsupervised fraud detection. They have 

employed the autoencoder, which is an autoassociator neural network, to reduce the 

dimensionality, extract the relevant features, and boost the network's learning performance. 

They trained their autoencoder-based clustering with the following parameters using a 

European dataset of 284,807 transactions, of which 0.17 percent were fraudulent. Three 

Hundred Iterations Cluster count = 2 When starting to cluster, k-means++ is the initialization 

to use. Acceptable level of divergence = 0.001 The model's learning rate is 0.01%. Epoch 

count = 200 The activation function is denoted by the symbols elu and Relu. Their context-

free model design yielded a training loss of 0.024, a validation loss of 0.027, and a mean non-

fraud data error of 75% less than the mean of reconstructive error, which was 25%. 

Regarding the model's predictions, the True positives equal 56,257, the False negatives equal 

607, the False positives equal 18, the True negatives equal 80, and the best preferred equals 

(56,257 + 80 = 56,337). A total of 56,337 out of a possible 284,807 forecasts were accurate. 

ShiyangXuan was presented, and a comparison was done between two random forests. 

Forests constructed using a combination of random trees (CART) and randomization 

(random). While both systems classify transactions as normal or abnormal, their basis 

classifications and performance are different, therefore they employ separate random forest 

strategies to train the behaviour aspects of each. Using data from a Chinese e-commerce firm, 

they tested both systems. where the percentage of fraudulent transactions in the subgroups 

ranges from one to ten. As a result, the CART-based random forest achieves a 96.7% 

accuracy, whereas the random-tree-based random forest achieves just 91.96 percent. Many 

issues, such as uneven data, have arisen because of the use of the B2C dataset. As a result, the 

algorithm can be enhanced.  
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These machine learning algorithms for detecting credit card fraud were proposed by author 

DejanVarmedja, who also conducted the research necessary to get these conclusions. Logistic 

Regression, Naive Bayes, Random Forest, and Multilayer Perceptron are some of the many 

machine learning techniques available. To achieve the best results, we employ an artificial 

neural network (ANN) called a multilayer perceptron, which consists of four hidden layers, a 

relu activation function (to prevent the usage of negative values), and an optimizer called 

Adam. Therefore, the Logistic regression accuracy score is 97.46%, with 56962 samples and 

98 fraud transactions making up the data set. Accuracy scores of 99.23% and 99.96% are 

achieved by Naive Bayes and Random Forest, respectively, on the same dataset. The final 

ANN accuracy was 99.93%, and it was found that random forest provides the greatest 

outcome when it comes to detecting credit card fraud.  

Authors Changjun Jiang proposed a new four-stage approach to fraud detection. The first 

stage involves using historical transaction data to divide transactions into clusters of similar 

behaviour. The authors then developed a sliding windowstrategy to aggregate transactions. 

This algorithm is used to characterise a cardholder's behavioural pattern. Behavior patterns 

and responsibilities are finally sorted out and classified. Therefore, when compared to other 

methods, their approach, which combines Logistic Regression with raw data (RawLR), 

Random Forest with aggregation data (AggRF), and a feedback mechanism with aggregation 

data (AggRF +FB), achieves 80% accuracy. 

.  

Methodology 

Keeping up with the Modeling and pattern of illicit transactions is getting harder as 

technology evolves. This labor-intensive method of detecting credit card fraud can now be 

automated, thanks to advancements in machine learning, artificial intelligence, and other 

related areas of information technology. In this research, the provided methods are applied to 

the problem of credit card fraud detection. Machine learning techniques like Logistic 

Regression, Decision Trees, Random Forest, Naive Bayes, SVM, and the K-Near classifier 

are compared to find the most effective one for detecting fraudulent credit card purchases. 

.  
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Fig. 1 proposed architecture 

Simply said, it's predicated on a Machine Learning model that could boost the efficiency of 

specialised computer vision programmes. The proposed method is grounded in particular 

configurations of the Machine Learning model, as shown in Figure 1. 

Algorithm 

Algorithm: Credit Card fraud Detection Using Machine Learning Techniques.(CCFD-ML) 

Inputs: Credit card dataset as S, prediction models M 

Output: Fraud detection Results as R 

1. Start 

2. Input dataset(S) 

3. Pre-processing (S) 

4. Extract features from training set() 

5. For each model m in M 

6.    Train the model m 

7. End For  

8. For each model m in M 

9.    Use model for testing  

10.    Evaluate 

Dataset Pre-processing 

data 

Machine learning 

model 

Results 
Classifier 

section 

Feature Extraction  

Test data 

Performance 

analysis 
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11.    Display results  

12. End For 

13. End 

14. Return R 

 

Fig.2 Proposed algorithm.(CCFD-ML) 

(HDP-MLT) utilises an input dataset to generate a set of prediction models in a pipeline 

format. At a ratio of 80:20, it separates the dataset into training and testing data. After then, a 

number of ML models are cycled through in an iterative process to spot signs of transaction 

fraud. Various indicators are used to compare the effectiveness of the various models. 

Accuracy, precision, recall, and F1-score are all calculated using the model-specific 

confusion matrices. The method returns both the results of the fraud detection and 

performance statistics. 

3.3 Performance Evaluation Metrics  

In many ML-based situations, the confusion matrix serves as the foundation for creating 

metrics used to evaluate performance. Many works, including [2], [3], [7], and [10], 

investigate the usefulness of the confusion matrix. There are two examples where the 

predictions are accurate (TP and TN) and two examples where the forecasts are off (FP and 

FN). 

 

Figure 3: Confusion matrix model 
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Figure 3 shows how the performance metrics are derived by applying the confusion matrix to 

a variety of scenarios. The metrics for success are given in Equations (4)–(6). (7). 

Precision = 
  

     
(4) 

Recall = 
  

     
                                                                                 (5)  

F1-measure =   
                   

                  
                                                  (6) 

Accuracy = 
     

           
                                                                (7)  

The values of these indicators range from 0 to 1, with 0 being the worst potential 

performance and 1 the best. When talking about values, higher means better. 

4. Dataset description 

This dataset represents hypothetical charges made to credit cards between January 1, 2019, 

and December 31, 2020, and may include both genuine and fraudulent charges. It protects the 

credit card accounts of one thousand people who shop at a select group of 800 stores. Using 

Brandon Harris's Sparkov Data Generation | Github tool, we generated this. The time span of 

this simulation was from January 1, 2019, to December 31, 2020. Together, the files were 

transformed into a universal standard. 

Card numbers and other sensitive information were hashed because of a confidentiality 

agreement between the bank and the paper's authors. As a result of the discrepancy between 

the number of honest dealings and the number of scams, the overall data set had an extremely 

asymmetrical distribution. 

5. RESULTS AND DISCUSSION  

Using AI for detecting fraudulent activity is a hot issue right now. An algorithm designed to 

detect credit card fraud looks for specific types of suspicious activity by comparing them to 

known fraud patterns. There are three distinct categories of machine learning, although the 

supervised and hybrid methods are best suited to detecting fraudulent activity. Here, we take 

a look at some of the latest developments in credit card fraud detection algorithms and 

compare them to some of the established methods of classification. 
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Fig 4. Comparison table for performance of models 

As shown in Figure 3, ML are utilised for the identification of credit card fraud. The accuracy 

of various models is compared to that of other employed models. There is significant 

performance improvement when recommended method is applied. Each method exhibited an 

increased F1-score compared to the models utilised in conventional methods. 

 

5.1 Confusion matrix of proposed algorithms 

 
 

Fig.5.Confusion matrix of Logistic regression 

 
Model 

Train 
score 

Test 
Score/Accuracy 

Precision Recall F1-score 
specificity 

2 Decision Tree 94.78 94.92 94.013 94.139 94.076 95.500 

3 Random Forest 90.22 89.68 96.216 79.041 86.787 97.667 

5 K Nearest Neighbour 87.91 81.91 84.850 70.382 76.942 90.567 

0 Logistic Regression 86.84 86.60 94.178 73.268 82.418 96.600 

4 Naive Bayes 81.55 81.53 97.411 58.481 73.085 98.833 

1 
Support Vector 
Machines 

47.79 45.49 43.992 99.334 60.979 5.067 
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Fig.6.Confusion matrix of SVC 

 

 
 
 

Fig.7.Confusion matrix of Decision Tree 

 
Fig.8.Confusion matrix of Random Forest  
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Fig.9.Confusion matrix of Naïve Bayes 

 
Fig.10.Confusion matrix of KNN 

 
 

 

A confusion matrix, which is depicted in the graphics above, is a table used to characterise 

the performance of a classification method. A confusion matrix is a graphical representation 

and summary of the performance of a classification algorithm. The confusion matrix consists 

of four fundamental properties (numbers) utilised to define the classifier's measuring metrics. 

These four digits represent: 

TP (True Positive): TP indicates the number of trasactions who have been correctly identified 

as having malignant lymph nodes, indicating that they have the illness. 

TN (True Negative): TN indicates the number of accurately identified healthy patients. 
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FP (False Positive): FP is the number of incorrectly trasactions who are truly healthy. FP is 

referred to as a Type I error. 

4. FN (False Negative): FN shows the number of patients misclassified as healthy although 

actually they are suffering from the disease. FN is also known as a Type II mistake. 

Performance measures of an algorithm are accuracy, precision, recall, and F1 score, which 

are determined on the basis of the above-stated TP, TN, FP, and FN. 

6. Conclusion 

As a result of applying our refined Decision tree algorithm to the problem of credit card fraud 

detection, we have obtained an accuracy value of 94.79. The proposed module can be applied 

to a bigger dataset and produces more reliable results than those obtained using the existing 

modules. With more training data, the Random forest algorithm improves performance, but it 

still lags behind in testing and actual use. Additionally, more pre-processing methods being 

used would be useful.  

. 
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ABSTRACT 
 
 
 
 

Any modern e-commerce or social media platform would be incomplete without a robust 

recommendation system. One example of a legacy recommendation system is the product 

recommendation system, which has two main flaws: unnecessary advice repetition and 

unpredictability with respect to new products (cold start). These restrictions arise because 

traditional recommendation systems rely solely on the user's past purchasing patterns to provide 

product suggestions. Incorporating the user's social qualities, such as personality traits and topical 

interests, could reduce the need for a fresh start and eliminate redundant recommendations. Thus, in 

this work, we develop Meta-Interest, a product recommendation system that takes the user's unique 

characteristics into account and is based on interest mining and meta-path finding. Even if the 

user's history doesn't include these items or similar ones, Meta-Interest can nonetheless forecast the 

user's interests and the items linked with these interests. This is achieved by examining the user's 

shopping habits in order to suggest products they are more likely to enjoy. The implemented system 

is "personality aware" in two ways: (1) it uses the user's personality attributes to make predictions 

about the kind of content that would pique his interest, and (2) it uses the user's personality 

characteristics to determine which products will be most appealing to him. It was compared to 

modern recommendation techniques like deep-learning-based recommendation systems and 

session-based recommendation systems. The implemented strategy improves the recommendation 

system's precision and recall, especially in cold-start conditions, as demonstrated by the 

experiments. 

 
 

 

Keywords: recommendation system, Meta-interest recommendations process.HIN 
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1. INTRODUCTION 
 
 

One-fourth of the world's 

population, or 2.14 billion people, will be 

digital shoppers by the end of the decade 

because of the proliferation of smartphones 

and internet connectivity. With so many 

customers and so many products on the 

market, an online shop's success is 

determined by how well it is able to pair 

each customer with the best item for them; 

this is where product recommendation 

algorithms come in. Generally speaking, 

there are two broad categories of product 

recommendation systems: 

 

(1) Collaborative filtering (CF): CF systems 

suggest new products to a user based on that 

user's past (rating, viewing, or purchasing) 

behaviour. 

 

CBF systems suggest new products by 

gauging their similarity with previously 

rated, viewed, or purchased products. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure1: Collaborative Filtering and 

Content-based Filtering 

 

Instead, many people today use platforms 

like Facebook, Twitter, and Instagram to 

voice their opinions on a variety of issues 

(or, in some cases, to convey their desire to 

buy a certain product). That's why it's so 

useful to mine social media posts for 

insights into user motivations and 

preferences [1]. However, the development 

of personality computing [2] has opened up 

fresh avenues for enhancing the 

effectiveness of user modelling in general 

and recommendation systems in particular 

through the incorporation of the user's 

personality qualities. This project involves 

the development of a product suggestion 

system that can anticipate a user's demands 

and the connected things, even if his past 

purchases did not include these or similar 

items. The user's topics of interest are 
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analysed to determine which products to 

suggest. The implemented system takes the 

user's personality into account in two ways: 
 

(1) to make predictions about the user's 

likely interests, and (2) to link the user's 

personality facets with the corresponding 

products. In Figure 2, we can see that the 

suggested system makes use of a 

combination of a hybrid filtering method 

and interest mining that takes the user's 

individuality into account. 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2: Interest Mining-based 

Product Recommendations 

 
 
 
 

 

The system is described as a heterogeneous 

information network (HIN) due to the 

presence of different types of nodes (people, 

items, and themes) and the links between 

them. In our scenario, product suggestion can 

be recast as link prediction in the hierarchical 

information network [3]. The difficulty 

depicted in Figure 2 is determining whether or 

not a connection exists between the user and 

the product based on the user's 

 
 

 

past ratings and topics of interest as 

represented by an HIN (the ball). How to 

strike a good balance between the volume of 

data needed to create an accurate forecast 

and the algorithmic complexity of the 

methods used to get it is one of the key 

problems of link prediction in HIN. HIN's 

link prediction algorithm needs to be highly 

efficient because, in practice, networks can 

contain millions of nodes. However, in 

particularly sparse networks, processing 

solely local information could result in 

inaccurate predictions. Thus, in our method, 

we aim to fuse information from these meta-

paths, which originate at user nodes and 

terminate at the predicted node (product 

nodes), in order to make the prediction. 

 

The following is a brief overview of the 

work's contributions: 

 

1) Establish a mechanism for suggesting 

products to users based on their interests. 

 

2) The implemented system makes use of 

the user's Big Five personality features to 

improve interest mining and carry out 

personality-aware product filtering. 

 

3. The system uses graph-based meta 

route discovery to anticipate the 

relationship between consumers and 
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products, allowing for the prediction 

of both implicit and explicit 

preferences. 

 

2. Literature survey: 
 
 

Due to the variability in review patterns, the 

existing online product recommendation 

system has significant shortcomings. The 

information comes from customers' 

comments left on online stores' pages. It's 

possible that this information contains 

fabricated testimonials, which introduces 

uncertainty. As a result, the current system's 

output is confusing when applied to the 

current data. Instead, the new algorithm 

delivers more meaningful results by using 

only authentic reviews and factoring in the 

credibility of the user. The suggested system 

automatically gathers user feedback from 

around the web and analyses it using 

opinion mining and sentiment analysis. In 

addition to the review's star rating, the 

buyer's profile and purchase history, and 

whether or not the review was written before 

or after the purchase, are also considered. 

The website from which the customer 

should purchase the product will be 

suggested based on these characteristics and 

the user's credibility. 

 
 

 

Author(s):ZhiboWang,MengyuanWan,Xiao 

huiCui,LinLiu,ZixinLiu,WeiXu,Linlin He 

Against the backdrop of the internet's 

exponential growth, e-commerce has 

become an integral part of people's daily 

lives. However, the advent of such large 

datasets has also brought about issues, such 

as information overload, which can be 

mitigated through the strategic application 

of a recommendation system. However, as 

e-commerce grows in popularity, the 

number of product catalogues and users 
 
increases, resulting in decreased 

performance from the conventional 

recommendation system. In this article, we 
 
develop a custom recommendation 

algorithm for improving the effectiveness of 

the new recommendation system by mining 

data from customer evaluations. The 

product's features were distilled, and the 

polarity of the users' opinions was studied. 

In order to determine an appropriate 

recommendation, this article creates a 

system that takes into account both the user's 

preference model and the characteristics of 

the product under consideration. Based on 
 
experimental data, a personalised 

recommendation system greatly outperforms 

a conventional recommendation system in 

terms of both accuracy and recall. 
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Author(s):PriyadarsiniPatnaik An integral 

aspect of artificial intelligence (AI) is the 

recommendation system it employs to 

ensure users can get to their data whenever 

and wherever they need it. The use of online 

product recommender systems to make 

recommendations to customers based on 

their individual tastes is widespread. When 

presented with massive amounts of data, 

typical recommendation algorithms used by 

recommendation engines fail to live up to 

users' expectations, resulting in poor 

suggestion efficiency in an AI setting. A 

custom-tailored suggestion engine was 

developed as a solution. These PRS are a 

vital part of the Indian e-commerce 

landscape for all of the major firms in the 
 

industry. Since individualised 

recommendations are growing in popularity, 

this research looks at how they relate to 

information processing theory and how they 

affect user happiness. Through regression 

analysis, we also looked at the connections 

between the variables and discovered that 

the level of pleasure of the end user is 

positively correlated with the degree to 

which the product was specifically 

recommended to them. 

 
 

 

Analysis of the Literature

 on Product 
 

Recommendation Systems 

Author(s):KetkiKinkar These days, it might 

be challenging to zero in on exactly what 

we're looking for amidst the plethora of 

results that pop up when we conduct a 

search. The recommendation system is 

helpful in overcoming these obstacles. A 

recommender system is a filtering 

framework that uses a variety of algorithms 

to sift through data and provide users with 

suggestions for what they're most likely to 

find useful. Effective customization 

mechanisms and recommendation systems 

are frequently up-to-date and make 

suggestions based on current consumer 

preferences. These methods have proven to 

be extremely useful in the fields of e-

commerce, education, media, publishing 

(including books and films), and research 

(including scientific papers). In this paper, 

we take a look at a wide range of 

recommendation techniques, discussing their 

advantages and disadvantages along with a 

variety of performance metrics. We have 

looked at a number of articles and analysed 

their methodology, the main points of the 

algorithm they used, and the places where 

they could be strengthened. 

 
 
 
 
 
 
 

 

Volume XIV, Issue XI, November/2022 Page No: 521 



Journal of Interdisciplinary Cycle Research ISSN NO: 0022-1945  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig 3:.Meta-interest recommendations 

process. 

 

In this section, the conceptual underpinnings 

of the proposed system will be outlined. The 

goal of MetaInterest is to provide users with 

the best possible recommendations based on 

their topical interests as determined by their 

social network profiles. The overarching 

structure of the meta-interest system is 

depicted in Fig. 1. There are five stages to 

making a suggestion. First, the user takes a 

personality test, or the system performs an 

automated analysis of their social media 

profiles to determine the user's personality 

attributes. Because personality qualities 

have been shown to be generally stable 

throughout time, the process of measuring 

personality is the only constant in the 

system. The next step is to determine the 

user's interests in a particular field, either 

explicitly or implicitly. The process of 

explicit interest mining involves the 

 
 

 

examination of For implicit interest mining, 

a complex examination of the user's social 

network and other hidden aspects that may 

affect the user's topical interests is required. 

Step 3 entails categorising objects based on 

their meta-interest.The connections made 

are many-to-many, meaning that one subject 

can be linked to numerous objects. The same 

goes for the possibility that a given object 

has more than one category it belongs to. In 

the fourth stage, we identify the group of 

users who are most comparable to the 

subject user. Meta-Interest takes three 

different types of similarity into account 

here: personality, viewing, buying, and 

rating, and shared interests. In Step 5, item 

recommendations are fine-tuned by revising 

the collection of neighbours and the user's 

topical interest profile and topics-items 

matching. 

 

Obtaining Personal Interests: Our method 

has the potential to improve the accuracy of 

system recommendations and mitigate the 

cold-start effects because it takes the user's 

interests and personality information into 

account. Users' topical interests can be 

inferred from data posted on social 

networks. Automatic topic extraction 

methods like latent Dirichlet allocation 

(LDA) and frequency-inverse category 
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frequency analysis (FICA) can accomplish 

this task (TFICF). But these methods are 

designed for longer pieces of writing, and 

they don't work well on the user's short, 

sparse, and loud contributions like tweets. 

Therefore, we have enriched each user-

generated post with semantic annotators to 

improve topic detection accuracy by 

reducing noise and ambiguity in the post. 

Items are mapped to their respective subjects 

after the public space for those topics has 

been populated with ODP ontology 

categories. It is possible to recommend an 

item to a user based on their topical interests 

because each item is tagged with one or 

more topics. Newly added items that have 

not yet been viewed by any user are directly 

associated with the corresponding topic 

category in the ODP ontology, while items 

that have survived the cold start phase are 

associated with the interests of those that are 

related to the personality traits shared by 

users who purchased this item. After 
 

constructing the users-topics-items 

heterogeneous graph G = (GU, GT, GP) that 

includes the user, topic, and item subgraphs 

and their connections, meta-paths can be 

discovered. As things stand, the goal is to 

predict the N-most recommended items that 

a user will find interesting based on his or 

 
 

 

her topical interests and past purchasing or 

viewing behavior. 

 

Methodology: As a link prediction in HIN 

[3], product suggestion is a potential 

outcome of the proposed system. For 

instance, in this system, the objective is to 

anticipate whether or not a link exists 

between the user and the product based on 

the user's past ratings and thematic interests 

as reflected in an HIN (the ball). One of the 

main problems with link prediction in HIN 

is how to find a good balance between the 

amount of data needed to make a prediction 

and the algorithmic complexity of the ways 

to get that data. 

 

The mechanism used to accomplish link 

prediction in HIN must be exceedingly 

efficient because, in practise, networks are 

typically formed of hundreds of thousands 

or even millions of nodes. 

 

But in networks with few nodes, making 

predictions based on local knowledge alone 

may not be accurate. 

 

Thus, in our method, we employ meta-paths 

that originate at user nodes and terminate at 

the predicted node (product nodes in our 

case), and we attempt to fuse the 
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information from these meta-paths to make 

the forecast. 

 

4. PERFORMANCE METRICS 
 

Any product recommendation system is 
evaluated by measuring the accuracy and 
coverage of its recommended items. To test 
the efficiency of Meta-Interest and compare 
it to the afore-mentioned baselines, we 
determine the recommended items by each 
baseline and displayed it in the user’s feed 
along with other irrelevant items, and 
measure the accuracy rate of the relevant 
items. Formally, Let F = R ∪ I be the set that 
represents all items in user u’s feeds, where 
R = {p1, p2, . . . , pr } is the set relevant 
items, and I = {p1, p2, . . . , pi } is the set of 
irrelevant items. After showing F in user u’s 
feeds, we denote V = {p1, p2, . . . ,pv } as 
the set of viewed items. In this context we 
are interested in the following values: (1) 
true positives: the group of relevant items 
that have been viewed by the user T P = {x / 
x ∈ R T V }, (2) false positives: the group of 
irrelevant items that have been viewed by 
the user F P = {x / x ∈ I T V } and (3) false 
negatives: the group of relevant items that 
have not been viewed by the user F N = {x / 
x ∈ R, x /∈ V }. We have used the following 
metrics: Precision: the portion of relevant 

 
 

 

viewed items in the total viewed items, and 
 

it is computing using 
 

(5) P recision =  
 
 
 
 
 
 
 
 
 
 

 

(5) Recall: the portion of relevant viewed 

items in the total relevant items, and it is 

computing using 

 
 
 
 

 

(6) F-Measure: also called the balanced F-

Score, it is the harmonic average of the 

precision and recall, and it is computing 

using 
 
 
 
 
 
 
 
 
 
 
 
 

 

5. RESULTS:  
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Figure 2: accuracy  
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Recommadation 

 

6. CONCLUSION 
 

This work provides a personality-aware 

product recommendation system that 

anticipates a user's requirements and suitable 

items by using interest mining and meta 

route discovery. A product suggestion 

algorithm is created based on the user's 

declared interests in a certain topic. The 

suggested system is sensitive to the user's 

individual personality in two ways. The first 

is that it predicts the kind of material that 

will most likely interest the user based on 

his personality traits. Second, it associates 

the user's personal characteristics with the 

products chosen. Experiments reveal that the 

proposed approach outperforms state-of-the-

art systems in accuracy and recall during the 

cold start phase for new items and users. 
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      Abstract-The primary objective of the seamless integration of edge computing and cloud resources for 

enhanced data analysis is to create a powerful and efficient data processing ecosystem that leverages the 

strengths of both edge devices and cloud infrastructure. This integration aims to provide real-time and resource-

intensive data analysis capabilities, enabling organizations to make more informed decisions, respond quickly 

to events, and extract valuable insights from their data. It is an enhanced data analysis to create a holistic 

ecosystem that combines real-time responsiveness with robust analysis, enabling organizations to harness the 

full potential of their data for effective decision-making and innovation. In this paper we addressed what are the 

factors that influence and how we can improve the data privacy and security in the seamless integration of edge 

computing and cloud resources for enhanced data analysis 

Key words: edge computing, security and cloud resources 

 

1. Introduction: 

The seamless integration of edge computing 

and cloud resources represents a transformative 

approach in the realm of data analysis, offering a 

dynamic synergy between localized real-time 

processing and expansive cloud-based analytics. This 

innovative integration aims to harness the strengths of 

both edge computing, which enables rapid processing 

at the edge of the network, and cloud resources, which 

provide extensive computational power and storage 

capabilities. By seamlessly combining these two 

computing paradigms [1,2], organizations can achieve 

enhanced data analysis, informed decision-making, 

and operational efficiency across a spectrum of 

applications and industries. 

In this integration, edge devices situated closer 

to data sources perform initial processing and filtering, 

minimizing data transmission to the cloud. This 

approach not only reduces latency and supports real-

time responsiveness but also addresses privacy 

concerns by processing sensitive data closer to its 

source. Simultaneously, cloud resources offer the 

computational might require for in-depth historical 

analysis, machine learning, and advanced data 

modelling. This duality of edge and cloud forms the 

foundation for a comprehensive data analysis 
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ecosystem, capable of addressing the diverse needs of 

modern applications. 

However, this integration is not without its 

challenges. Balancing tasks between edge and cloud, 

orchestrating dynamic workload distribution, ensuring 

data privacy and security, and maintaining consistency 

pose intricate technical and strategic considerations. 

Addressing these challenges demands a holistic 

approach that spans technology, security measures, 

orchestration mechanisms, and compliance adherence. 

This integration holds immense potential 

across a myriad of domains. From optimizing 

industrial processes and enhancing IoT applications to 

enabling intelligent decision-making[3] in healthcare 

and retail, the seamless integration of edge computing 

and cloud resources promises to redefine how data is 

analysed, insights are derived, and strategies are 

formulated. As this paradigm continues to evolve, 

organizations are poised to unlock new dimensions of 

efficiency, agility, and innovation through the 

convergence of edge computing and cloud resources 

for the purpose of enhanced data analysis. 

Integration Benefits for Data Analysis: 

Latency Reduction: Integrating edge computing and 

cloud resources reduces latency by performing real-

time analysis at the edge. Critical decisions can be 

made promptly without waiting for data to travel to a 

distant cloud server and back. Cloud resources can 

then be utilized for more in-depth analysis. 

Real-Time Responsiveness: Edge computing allows 

for immediate data processing and response, making it 

suitable for applications that require instant reactions. 

By integrating with cloud resources, historical data 

and complex analyses can be performed to inform 

long-term strategies. 

Scalability and Flexibility: Cloud resources provide 

scalability for computationally intensive tasks. During 

peak demands, cloud resources can be allocated to 

handle the load, while edge devices handle routine 

processing. This dynamic allocation ensures efficient 

resource utilization. 

Bandwidth Efficiency: Integrating edge and cloud 

computing optimizes bandwidth usage. Only relevant 

insights or summarized data need to be transmitted to 

the cloud, reducing the amount of data transferred and 

lowering associated costs. 

Data Privacy and Security: Edge computing 

enhances data privacy and security by processing 

sensitive information locally. Only aggregated or 

anonymized data is sent to the cloud, minimizing the 

risk of exposing critical data during transmission. 

Distributed Analysis: The integration enables a 

distributed approach to data analysis. Edge devices 

can preprocess and filter data, while cloud resources 

handle more extensive analysis. This division of 

labour maximizes resource utilization and speeds up 

overall processing. 

Resource Allocation: Edge devices perform tasks 

that require minimal latency, leaving cloud resources 

available for computationally demanding tasks. This 

efficient resource allocation enhances the overall 

system's performance. 

Hybrid Architectures: Integrating edge and cloud 

computing allows for hybrid architectures that 
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leverage the benefits of both paradigms. This 

flexibility accommodates diverse use cases, 

workloads, and network connectivity scenarios. 

Redundancy and Reliability: The integration 

provides redundancy and reliability. If an edge device 

fails, the cloud can seamlessly take over the workload, 

ensuring uninterrupted data analysis and decision-

making. 

The seamless integration of edge and cloud resources 

has led to improved data analysis and decision-making 

in various real-world scenarios. Here are some 

examples: 

Smart Manufacturing: In manufacturing plants, 

sensors installed on machinery collect real-time data 

about equipment performance. Edge computing 

processes this data locally to detect anomalies and 

potential failures. Critical alerts are sent to cloud 

platforms for more in-depth analysis. This integration 

allows manufacturers to predict maintenance needs, 

reduce downtime, and optimize production schedules. 

Healthcare Monitoring: Wearable health devices, 

such as fitness trackers and medical sensors, collect 

data about individuals' health metrics [4]. Edge 

devices on these wearables process immediate health 

data, while cloud resources analyse historical trends. 

This integration helps doctors make informed 

decisions about patient care and identify potential 

health risks. 

Autonomous Vehicles: Self-driving cars use edge 

computing to process sensor data in real-time for 

immediate navigation decisions. Cloud resources are 

employed for high-level route planning, map updates, 

and long-term traffic pattern analysis. The integration 

ensures real-time safety and comprehensive 

navigation optimization. 

Smart Grids: In the energy sector, edge devices 

within power distribution networks monitor and 

analyse energy consumption patterns. Immediate 

feedback is provided for load balancing and grid 

stability. Cloud resources are used for long-term 

energy consumption trends and optimizing energy 

distribution across regions. 

Agricultural Precision: IoT sensors in agriculture 

collect data on soil conditions, weather, and crop 

health. Edge devices process this data locally to make 

real-time decisions about irrigation and fertilizer 

application. Cloud resources analyze long-term data to 

enhance planting strategies and predict crop yields. 

Retail Analytics: In retail environments, edge devices 

track foot traffic and customer behaviours in real time. 

Cloud resources analyse this data to identify trends[6] 

in customer preferences and optimize store layouts. 

This integration helps retailers enhance customer 

experiences and tailor marketing strategies. 

Environmental Monitoring: Sensors deployed in 

environmental monitoring stations gather data on air 

quality, pollution levels, and weather conditions. Edge 

devices process immediate data to provide real-time 

alerts and updates. Cloud resources analyse long-term 

data to study environmental trends and support policy 

decisions. 

Supply Chain Management: Edge devices in 

warehouses monitor inventory levels and track 

shipments. Immediate data processing ensures 
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accurate stock management and quick order 

fulfilment. Cloud resources analyse historical data to 

optimize supply chain operations and anticipate 

demand patterns. 

Smart Cities: Urban environments use edge devices 

for real-time traffic monitoring and pollution 

detection. Cloud resources analyse this data to make 

informed decisions about traffic management and 

urban planning. The integration improves city services 

and enhances residents' quality of life. 

Disaster Response: During natural disasters, edge 

devices in disaster-stricken areas provide real-time 

information on conditions and casualties. Cloud 

resources process this data to coordinate emergency 

responses and allocate resources efficiently, thereby 

minimizing human loss and damage. 

The balance between processing data at the edge and 

sending it to the cloud has a significant impact on data 

latency and real-time decision-making[6]. Here's how 

this balance influences these factors: 

Processing Data at the Edge: 

Low Latency: Edge computing involves processing 

data locally, closer to the data source. This 

significantly reduces the time taken for data to travel 

to a distant cloud server and back, leading to lower 

latency. 

Real-Time Decision-Making: Edge processing allows 

for immediate data analysis and decision-making. 

Time-sensitive actions can be taken in real time based 

on locally processed data, enabling quick responses to 

events. 

Efficiency: Edge processing is efficient for tasks that 

require immediate attention and do not necessitate the 

extensive computational resources of cloud servers. 

Bandwidth Conservation: By processing data at the 

edge, the amount of data that needs to be transmitted 

to the cloud is reduced, conserving bandwidth and 

minimizing data transmission costs. 

Sending Data to the Cloud: 

Higher Latency: Transmitting data to the cloud 

introduces latency due to the time it takes for data to 

travel over the network to the remote data centre and 

back to the edge. This latency can be variable 

depending on network conditions. 

Complex Analysis: Cloud resources offer more 

computational power and memory, allowing for more 

complex data analysis, machine learning, and 

advanced analytics that may not be feasible at the 

edge. 

Historical Insights: Cloud analysis can provide 

insights based on historical data trends, which may 

require larger datasets and computational capabilities 

not available at the edge. 

Resource-Intensive Tasks: Tasks that demand 

significant computational resources or involve 

analysing vast amounts of data can be offloaded to the 

cloud, where scalability is readily available. 

Balancing Latency and Decision-Making: 

Use Case Dependence: The balance between edge and 

cloud processing depends on the specific use case. 

Applications requiring immediate actions benefit from 

edge processing to minimize latency, while those 

needing in-depth analysis leverage cloud capabilities. 
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Hybrid Approach: A hybrid approach can be 

employed, where time-sensitive data is processed at 

the edge for quick actions, while non-time-sensitive 

data is sent to the cloud for comprehensive analysis. 

Edge Orchestration: Intelligent edge orchestration 

mechanisms can dynamically determine whether data 

should be processed locally or sent to the cloud, 

considering factors such as data type, urgency, and 

available resources. 

The integration of edge computing and cloud 

resources has a profound impact on the development 

and deployment of Internet of Things (IoT) 

applications and devices. It addresses key challenges 

and enhances the capabilities of IoT solutions. Here's 

how this integration influences IoT development and 

deployment: 

Reduced Latency and Real-Time Responsiveness: 

IoT devices often require real-time responsiveness, 

especially in applications like industrial automation, 

healthcare monitoring, and autonomous vehicles. 

Edge computing enables immediate data processing at 

the device level, minimizing latency and enabling 

real-time decision-making. 

Cloud resources can be used for more comprehensive 

analysis and long-term trends, enhancing the quality 

of insights derived from IoT data. 

Improved Scalability: 

Edge computing and cloud resources offer a scalable 

approach to IoT deployment. Edge devices can handle 

localized data processing, while cloud platforms 

provide scalability for processing data from a large 

number of devices. 

Bandwidth Optimization: 

Transmitting large volumes of raw data from IoT 

devices to the cloud can strain network bandwidth and 

increase costs. Edge computing reduces the amount of 

data transmitted by processing and filtering data 

locally before sending relevant insights to the cloud. 

Enhanced Privacy and Security: 

Edge computing enhances data privacy and security 

by processing sensitive information locally, reducing 

the exposure of critical data during transmission. Only 

aggregated or summarized data is sent to the cloud, 

reducing risks associated with data breaches. 

Flexibility in Application Design: 

IoT applications can leverage the integration's 

flexibility. Real-time processing at the edge can cater 

to time-critical tasks, while cloud resources can handle 

historical analysis, predictive modelling, and 

resource-intensive computations. 

Optimal Resource Utilization: 

IoT devices often have limited computational 

resources. Edge computing offloads processing tasks 

from central servers, optimizing the usage of device 

resources while leveraging cloud resources for more 

complex computations. 

Resilience and Redundancy: 

The integration provides redundancy in case of device 

failure. If an edge device malfunctions, cloud 

resources can take over processing, ensuring 

continuous data analysis and decision-making. 

Edge Orchestration: 

Edge orchestration platforms dynamically allocate 

tasks between edge devices and cloud resources based 
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on factors such as data type, processing requirements, 

and network conditions. This enhances efficiency and 

response times. 

Location-Dependent Services: 

Certain IoT applications require services that are 

location-dependent, such as navigation in autonomous 

vehicles. Edge computing enables local processing of 

location data, reducing dependency on cloud resources 

for real-time navigation. 

Cost Efficiency: 

IoT applications often have budget constraints. The 

integration can lead to cost savings by minimizing the 

need for transmitting data to the cloud and optimizing 

resource allocation based on workload. 

2. Literature Survey: 

A comprehensive literature survey on the topic 

of "Seamless Integration of Edge Computing and 

Cloud Resources for Enhanced Data Analysis" 

involves exploring various research [7, 8, 9 and 10] 

that discuss the challenges, techniques, benefits, and 

applications of integrating edge computing and cloud 

resources for improved data analysis. 

The literature survey often delve into the 

technical aspects, algorithms, architectures, and case 

studies of integrating edge and cloud resources. It 

summarizing the findings and trends in the integration 

of edge computing and cloud resources for data 

analysis. 

Security and Privacy Studies: 

As security and privacy are crucial aspects of 

integration, literature discussing the techniques, 

challenges, and solutions for ensuring data security 

and privacy in this context is highly valuable. 

Orchestration and Load Balancing Techniques [11]: 

Explore literature that discusses dynamic 

orchestration and load balancing mechanisms to 

allocate tasks effectively between edge devices and 

cloud resources. 

IoT and Industrial Applications: 

Look for studies focusing on the integration's 

applications in the Internet of Things (IoT) and 

industrial sectors. These studies often showcase how 

the integration enhances data analysis and decision-

making in specific domains. 

Cloud Resource Management: 

Literature on cloud resource management explores 

how to optimize the utilization of cloud resources 

while balancing workloads and ensuring efficient data 

analysis. 

Latency Reduction Techniques: 

Studies on latency reduction techniques discuss 

methods to minimize data transmission delays and 

achieve real-time or near-real-time analytics [13]. 

Data Aggregation and Compression: 

Explore research on techniques that aggregate and 

compress data at the edge before transmission to the 

cloud, optimizing network bandwidth and reducing 

data transmission costs. 

Energy Efficiency and Resource Constraints: 

Look for literature that addresses how to manage 

energy-efficient processing on resource-constrained 

edge devices while maintaining security and privacy. 
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Federated Learning and Edge AI: 

Research on federated learning and edge AI discusses 

how these techniques can be applied in the integration 

to enable collaborative machine learning models 

without sharing raw data. 

The seamless integration of edge computing and cloud 

resources plays a crucial role in addressing issues of 

network congestion and bandwidth limitations [12]. 

Here's how this integration contributes to alleviating 

these challenges: 

Local Data Processing: 

Edge computing enables data processing to occur at or 

near the source of data generation. This reduces the 

need to transmit large volumes of raw data over the 

network to centralized cloud servers. 

By processing data locally at the edge, only relevant 

insights or summarized information are sent to the 

cloud, reducing the amount of data that needs to 

traverse the network. 

Minimized Data Transmission: 

Transmitting data over networks, especially in 

scenarios with limited bandwidth, can lead to network 

congestion and increased latency. Edge computing 

reduces the need for frequent data transmission, easing 

network traffic. 

Bandwidth Conservation: 

Edge devices process and filter data, sending only 

necessary information to the cloud. This approach 

conserves bandwidth by avoiding the unnecessary 

transfer of large datasets to the cloud for analysis. 

 

 

Real-Time Insights at the Edge: 

Immediate data processing at the edge enables quick 

decisions and actions without relying on cloud 

resources. This reduces the dependency on continuous 

data transmission to the cloud for real-time 

responsiveness. 

Dynamic Data Prioritization: 

The integration allows for dynamic data prioritization. 

Critical or time-sensitive data can be processed at the 

edge to ensure immediate responses, while less urgent 

data can be sent to the cloud for more comprehensive 

analysis. 

Edge Caching: 

Edge devices can store frequently accessed or critical 

data locally using caching mechanisms. This reduces 

the need to retrieve data from the cloud repetitively, 

thus alleviating network congestion. 

Distributed Load: 

Offloading computational tasks to edge devices 

distributes the processing load across the network. 

This avoids overburdening a single centralized cloud 

server and reduces the risk of network congestion. 

Improved Scalability: 

As the number of IoT devices and data sources 

increases, the integration ensures that edge devices 

process local data, reducing the strain on the network 

and cloud infrastructure. 

Redundancy and Failover: 

The integration provides redundancy by allowing for 

failover mechanisms. If an edge device or network 

segment becomes congested, the system can route data 
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to alternative edge devices or the cloud to maintain 

uninterrupted data flow. 

Data Aggregation at the Edge: 

Edge devices can aggregate data from multiple 

sources before sending aggregated insights to the 

cloud. This aggregation reduces the frequency and 

volume of data transmission, easing network 

congestion. 

Several factors influence the seamless integration of 

edge computing and cloud resources for enhanced data 

analysis. These factors impact the technical, 

operational, and strategic aspects of the integration. 

Here are some key factors to consider: 

Use Case and Application Requirements: 

The specific use case and application requirements 

determine the balance between edge and cloud 

processing. Consider whether real-time 

responsiveness, historical analysis, or a combination 

of both is needed. 

Latency Tolerance: 

Applications with low-latency requirements, such as 

autonomous vehicles or industrial automation, need to 

prioritize edge processing to minimize delays in 

decision-making. 

Data Volume and Velocity: 

The volume and velocity of incoming data influence 

whether processing should occur at the edge or in the 

cloud. High data volumes might necessitate initial 

filtering at the edge before sending data to the cloud. 

Network Connectivity and Bandwidth: 

The quality of network connectivity, available 

bandwidth, and potential network congestion impact 

the feasibility of transmitting data to the cloud. Edge 

processing can alleviate these constraints. 

Data Privacy and Security: 

The sensitivity of data and privacy concerns influence 

whether data should be processed locally at the edge 

to minimize data exposure during transmission. 

Computational Resources of Edge Devices: 

The computational capabilities of edge devices 

determine the complexity of analysis they can handle. 

Tasks requiring significant processing power might be 

more suitable for cloud resources. 

Scalability Requirements: 

Consider the scalability requirements of your 

application. Will the number of devices increase? Can 

cloud resources handle the workload during peak 

demands? 

Real-Time Decision-Making: 

Applications that require immediate responses, such 

as real-time sensor data analysis, benefit from edge 

processing to ensure rapid decision-making. 

Historical Analysis and Advanced Analytics: 

Cloud resources are advantageous for tasks that 

involve historical data analysis, machine learning, and 

other advanced analytics that require substantial 

computational resources. 

Resource Constraints and Cost Efficiency: 

Edge devices might have resource constraints in terms 

of processing power, memory, and energy. Choose the 

processing location based on optimizing resource 

utilization and cost efficiency. 

Edge Orchestration: 
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The implementation of dynamic edge orchestration 

mechanisms influences how tasks are allocated 

between edge devices and cloud resources based on 

real-time conditions. 

User Experience and Data Presentation: 

Consider how insights and analysis results will be 

presented to end-users. Ensure a seamless user 

experience regardless of whether data originated from 

edge or cloud processing. 

Redundancy and Failover: 

Plan for redundancy and failover mechanisms in case 

of edge device failures. Determine how seamlessly the 

system can transition processing tasks to other devices 

or the cloud. 

Regulatory and Compliance Considerations: 

Regulatory requirements and compliance standards 

might influence data storage, processing, and 

transmission decisions. 

Industry and Vertical Specifics: 

Different industries and verticals have unique 

requirements. Consider factors like healthcare 

regulations, industrial automation standards, and retail 

trends. 

By carefully considering these factors, you can tailor 

your approach to seamlessly integrate edge computing 

and cloud resources for enhanced data analysis, 

ensuring that the integration aligns with your 

application's goals and requirements. 

Data privacy and security are critical considerations in 

the seamless integration of edge computing and cloud 

resources for enhanced data analysis. Here's how data 

privacy and security are addressed in this integration: 

Edge Data Privacy: 

Sensitive data can be processed and analysed locally 

on edge devices, reducing the need to transmit raw 

data to the cloud. This limits exposure of sensitive 

information during transmission. 

Data Encryption: 

Implement end-to-end encryption to protect data 

during transmission between edge devices and the 

cloud. This ensures that data remains secure even if 

intercepted. 

Access Control: 

Implement access controls at both the edge and cloud 

levels to restrict data access to authorized personnel. 

Only authorized users should be able to interact with 

and analysed the data. 

Data Anonymization: 

Anonymize data before transmitting it to the cloud. 

This ensures that individual users' identities cannot be 

easily linked to the data. 

Secure Protocols: 

Use secure communication protocols such as HTTPS 

and MQTT with proper authentication and 

authorization mechanisms to ensure data integrity and 

prevent unauthorized access. 

Secure Edge Devices: 

Secure edge devices with proper authentication, 

regular updates, and security patches to prevent 

unauthorized access and potential vulnerabilities. 

Data Minimization: 

Minimize the data transmitted to the cloud by 

processing data at the edge and sending only relevant 
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insights. This reduces the risk associated with 

transmitting large volumes of data. 

Cloud Security Measures: 

Utilize cloud provider security features such as 

encryption at rest, access controls, and intrusion 

detection to safeguard data stored in the cloud. 

Compliance with Regulations: 

Ensure that data processing and transmission comply 

with relevant data protection regulations, such as 

GDPR or HIPAA, depending on the industry and 

region. 

Monitoring and Auditing: 

Implement monitoring and auditing mechanisms to 

track data access and usage. This helps detect 

unauthorized activities and provides an audit trail for 

compliance purposes. 

User Consent and Transparency: 

Ensure that users are informed about data processing 

and obtain their consent, especially if sensitive data is 

involved. Transparency builds trust and ensures 

compliance. 

Data Lifecycle Management: 

Develop a clear data lifecycle management strategy, 

including data retention and deletion policies, to 

minimize the risk of unauthorized access to outdated 

data. 

Security Testing and Audits: 

Regularly conduct security testing and audits of both 

edge devices and cloud resources to identify 

vulnerabilities and address potential security gaps. 

Employee Training: 

Train employees and personnel handling data on best 

practices for data privacy and security. Human error is 

a common cause of data breaches. 

Incident Response Plan: 

Have a well-defined incident response plan in place to 

quickly address and mitigate any potential data 

breaches or security incidents. 

By implementing these measures, organizations can 

ensure that data remains private and secure throughout 

the seamless integration of edge computing and cloud 

resources for enhanced data analysis. It's essential to 

adopt a comprehensive approach that addresses data 

privacy and security at every stage of the data's 

journey, from edge to cloud. 

3.Results and Analysis: 

The following are the overview of the types of 

outcomes that have emerged from previous and 

ongoing research in this field up to that point: 

Latency Reduction and Real-Time Responsiveness: 

Research has demonstrated that processing data at the 

edge reduces latency and enables real-time decision-

making, leading to improved responsiveness in 

applications such as industrial automation and IoT. 

Network Bandwidth Optimization: 

Studies have shown that by processing data locally at 

the edge and sending summarized insights to the 

cloud, network bandwidth can be conserved, reducing 

the risk of congestion and transmission costs. 

Privacy Enhancement and Data Security: 

Research has emphasized the importance of 

processing sensitive data locally to enhance privacy 

http://www.ijsrem.com/
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and minimize data exposure during transmission. This 

aligns with data protection regulations. 

Hybrid Analytics for Better Insights: 

Previous research has highlighted the value of 

combining real-time edge analytics with cloud-based 

historical analysis to provide a more comprehensive 

view of data and yield deeper insights. 

Resource Utilization Optimization: 

Studies have explored how balancing processing 

between edge and cloud resources optimizes the 

utilization of computational resources and improves 

overall system efficiency. 

Edge-Cloud Orchestration Techniques: 

Research has proposed and evaluated orchestration 

mechanisms that dynamically allocate tasks between 

edge devices and cloud resources based on factors like 

data type, latency requirements, and workload. 

Scalability and Workload Management: 

Research has addressed strategies for handling 

scalability challenges, ensuring that the integration 

can scale to accommodate increased data volumes and 

device connections. 

Edge Device Selection and Optimization: 

Previous studies have analysed the selection of 

appropriate edge devices, considering factors such as 

processing power, energy efficiency, and 

compatibility with cloud platforms. 

Fault Tolerance and Redundancy: 

Research has investigated failover mechanisms and 

redundancy strategies to maintain uninterrupted data 

analysis and decision-making in case of edge device 

failures. 

Industry-Specific Applications: - Studies have focused 

on specific industries, such as healthcare, 

manufacturing, and smart cities, showcasing how the 

integration benefits various sectors through enhanced 

data analysis. 

Performance Benchmarking and Evaluation: - 

Previous research has evaluated the performance of 

different integration approaches, comparing factors 

like latency, resource usage, and overall system 

efficiency. 

Energy Efficiency Considerations: - Some research 

has explored how the integration can improve energy 

efficiency by offloading tasks from power-hungry 

cloud servers to energy-efficient edge devices. 

Challenges and Open Research Questions: - Previous 

studies have identified challenges in terms of load 

balancing, data consistency, security, and seamless 

handoff between edge and cloud resources, which 

require further investigation. 

Keep in mind that the field of edge computing and 

cloud integration is rapidly evolving, and new 

research findings are continuously being published. 

Improving data privacy and security in the seamless 

integration of edge computing and cloud resources for 

enhanced data analysis involves a combination of 

technical techniques, best practices, and tools. Here 

are some advanced techniques to enhance data privacy 

and security: 

Multi-Layer Encryption: 

Implement end-to-end encryption using strong 

cryptographic algorithms for data in transit between 

edge devices and cloud resources. Use encryption 

http://www.ijsrem.com/
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libraries and protocols like TLS/SSL to ensure data 

remains confidential. 

Homomorphic Encryption: 

Explore homomorphic encryption, which allows 

computations to be performed on encrypted data 

without decrypting it. This technique ensures that 

sensitive data remains encrypted even during analysis. 

Differential Privacy: 

Integrate differential privacy techniques to add noise 

or randomness to aggregated data before transmission, 

preserving individual privacy while allowing accurate 

analysis. 

Secure Enclaves: 

Utilize hardware-based security features, such as Intel 

SGX or ARM Trust Zone, to create secure enclaves on 

edge devices. These enclaves isolate sensitive 

computations from the rest of the system. 

Zero-Trust Architecture: 

Adopt a zero-trust architecture that assumes no device 

or user can be trusted by default. Implement strong 

authentication, access controls, and continuous 

monitoring across both edge and cloud components. 

Federated Learning: 

Implement federated learning techniques, where 

model training occurs on edge devices while only 

aggregated model updates are sent to the cloud. This 

minimizes the need to transmit raw data. 

Attribute-Based Encryption: 

Use attribute-based encryption to define access 

controls based on attributes (e.g., roles, user 

characteristics). This allows fine-grained control over 

who can access specific data. 

Block chain Technology: 

Consider using block chain for secure and tamper-

resistant data storage and auditing. Block chain can 

provide an immutable ledger for data transactions and 

access history. 

Threat Detection and Intrusion Prevention: 

Deploy intrusion detection systems (IDS) and 

intrusion prevention systems (IPS) on edge devices 

and in the cloud to monitor for unauthorized access 

and potential threats. 

Secure Key Management: - Implement secure key 

management practices to protect encryption keys used 

for data protection. Use Hardware Security Modules 

(HSMs) for enhanced key security. 

Data Masking and Tokenization: - Implement data 

masking or tokenization techniques to replace 

sensitive data with pseudonyms or tokens. This way, 

even if data is compromised, it remains unusable. 

Privacy-Preserving Analytics: - Utilize techniques 

such as secure multi-party computation (SMPC) or 

secure function evaluation (SFE) to perform analytics 

on encrypted data without revealing the data itself. 

Regular Security Audits: - Conduct regular security 

audits and vulnerability assessments to identify and 

address potential security weaknesses in both edge and 

cloud components. 

Privacy Impact Assessments: - Conduct privacy 

impact assessments to evaluate potential risks to 

privacy and identify mitigation strategies. This helps 

ensure that privacy is considered throughout the 

integration process. 

http://www.ijsrem.com/
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Continuous Monitoring and Response: - Implement 

continuous monitoring of edge devices and cloud 

resources to detect anomalies and respond to security 

incidents in real-time. 

By incorporating these advanced techniques into the 

integration of edge computing and cloud resources, 

organizations can significantly enhance data privacy 

and security. It's important to approach data privacy 

and security as an ongoing process, continuously 

adapting to emerging threats and evolving 

technologies. 

Research on the seamless integration of edge 

computing and cloud resources for enhanced data 

analysis has yielded valuable insights and findings. 

While I don't have access to the most current research 

beyond my  

While integrating edge computing and cloud resources 

for enhanced data analysis offers numerous benefits, 

there are also several drawbacks and challenges 

related to data privacy and security that need to be 

considered and addressed. Some of these drawbacks 

include: 

Increased Attack Surface: 

The integration introduces additional points of entry 

for potential cyberattacks, as both edge devices and 

cloud resources need to be secured. This broader 

attack surface requires comprehensive security 

measures. 

Data Transmission Risks: 

Transmitting data between edge devices and the cloud 

can expose it to interception and potential breaches if 

encryption and secure transmission protocols are not 

properly implemented. 

Cloud Vulnerabilities: 

Cloud environments are not immune to security 

vulnerabilities. Misconfigurations, unauthorized 

access, and data breaches can occur if cloud security 

is not managed effectively. 

Complexity of Orchestration: 

Orchestrating tasks between edge and cloud resources 

dynamically adds complexity. Incorrect orchestration 

decisions can lead to data exposure or inefficient 

resource usage. 

 

Data Consistency Challenges: 

Maintaining data consistency across edge and cloud 

components can be challenging. Ensuring that 

aggregated data sent to the cloud is accurate and up-

to-date requires careful management. 

Resource Constraints: 

Edge devices often have limited computational 

resources, which might constrain the implementation 

of robust security measures. Balancing security and 

resource efficiency is a challenge. 

Key Management Complexity: 

Managing encryption keys for secure communication 

between edge and cloud resources can become 

complex, requiring careful key distribution and 

rotation strategies. 

Compliance Variability: 

Ensuring compliance with data protection regulations 

across edge and cloud environments can be complex 

http://www.ijsrem.com/
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due to differences in data processing and storage 

practices. 

Edge Device Vulnerabilities: 

Some edge devices might lack proper security 

features, making them susceptible to attacks. Securing 

a diverse range of devices can be challenging. 

Limited Processing for Security: - Edge devices might 

prioritize data processing over security measures due 

to resource constraints, potentially leading to 

vulnerabilities if not properly managed. 

Insider Threats: - Insiders with access to edge devices 

or cloud resources can pose security risks. Proper 

access controls and monitoring are needed to mitigate 

this threat. 

Lack of Standards: - The lack of standardized security 

practices for edge-cloud integration can lead to 

inconsistent security implementations and potential 

vulnerabilities. 

Data Aggregation Risks: - Aggregating data at the 

edge before sending it to the cloud can lead to 

exposure of potentially sensitive insights if not 

carefully managed and anonymized. 

Overhead of Privacy Techniques: - Implementing 

advanced privacy-preserving techniques like 

homomorphic-encryption or differential privacy can 

introduce processing overhead that affects overall 

system performance. 

Human Factors: - Human error, such as 

misconfigurations or inadequate user training, can 

compromise security and privacy, underscoring the 

importance of proper training and education. 

To address these drawbacks, it's crucial to 

implement a comprehensive security strategy that 

encompasses both edge and cloud components, 

considering the unique challenges and requirements of 

each. Regular security assessments, audits, and 

staying updated with security best practices are 

essential to mitigating these challenges and ensuring a 

secure integration of edge computing and cloud 

resources for enhanced data analysis. 

4.Conclusion and future scope: 

In conclusion, the seamless integration of edge 

computing and cloud resources presents a paradigm-

shifting approach that bridges the gap between 

localized real-time processing and expansive cloud-

based analytics. This integration holds the promise of 

revolutionizing data analysis by leveraging the 

strengths of both edge and cloud computing to drive 

enhanced decision-making, operational efficiency, 

and innovation across various industries and 

applications. 

Through this integration, organizations can tap 

into the power of edge devices positioned closer to 

data sources, enabling rapid initial processing and 

reducing latency for time-sensitive applications. This 

localized processing not only supports real-time 

responsiveness but also addresses concerns around 

data privacy and security by minimizing data 

transmission to the cloud. Simultaneously, cloud 

resources provide the computational muscle needed 

for in-depth analysis, complex modelling, and long-

term trend identification. 

http://www.ijsrem.com/
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The future scope of seamless integration of 

edge computing and cloud resources is dynamic and 

evolving. As these technologies continue to merge and 

mature, they will drive innovation, reshape industries, 

and empower organizations to harness data in 

unprecedented ways. To make the most of this potential, 

collaboration between researchers, industry 

practitioners, and policymakers will be vital in shaping 

the direction of this integration. 
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Abstract. The joint between beam and column (BCJ) in concrete structures is considered a crucial 
part of the load-bearing structure. Failure in this joint leads to structural collapse or major structural 
distress due to exceptional loading and seismic waves. Strengthening of this joint in structures is a 
mandatory part of infrastructure development all over the earth. The sustainable alternative solu-
tion is the utilisation of natural-based basalt fibre fabric. This work presents the impact of the BCJ 
wrapped by 300 and 450 GSM (g/m2) basalt fabrics. A total of three concrete BCJ specimens are 
experimented using cyclic loading conditions to analyse the structural behaviour. The experimental 
results are compared with the analytical data.

Keywords: basalt fabric, confinement, crack resistance, absorption capacity, cyclic loading, strength-
ening.

AIMS AND BACKGROUND

Nowadays strengthening and retrofitting RC structures is mandatory due to the seis-
mic activity. Existing Beam-column joint (BCJ) in RC structures are not designed 
to earthquake design philosophy and strong column weak beam criteria of design. 
More techniques are implemented in the field of structural design for strengthen-
ing the joint members1. Usage of steel and concrete jacketing in RC beam-column 
joint enhances ultimate strength and rigidity. Many research projects2 utilise the 
steel in the plain plate and corrugated sheets. Retrofitting by externally bonded 
steel plates influences reduced site disruption and minimum changes in cross-
section. However3, this technique is affected by corrosion of the plate, difficulty 
in plate handling due to heavyweight, and unenviable shear failure. That includes 
repair using epoxy, stitching, steel jacketing, and Fibre-reinforced polymer (FRP) 
materials. In recent years many research results reveal that joints retrofitted with 
fibre fabric produce promising results4. Strengthening of BCJ using various fibre 
fabrics was compared5 and this was highlighted6. Among these works, research-
ers suggested different ways of utilising fibre fabric sheets to improve the shear 
capacity of the joint region. It was investigated7 the impact of wrapping on shear 
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strength and discussed the curing procedure. The CFRP-pull out tests using CFRP 
laminates on concrete were discussed8–10. Fibre orientation in CFRP wrapping is 
more efficient in improving combined tension and bending, 45o inclination to the 
main member produces higher deformation capacity.

EXPERIMENTAL

Ordinary Portland Cement (OPC) conforming to IS 12269: 2013 and all materi-
als used in this work were chosen based on Indian standard (IS) code of practice. 
The fine aggregate used in this work falls under Zone II classification, according 
to IS 383-1970, with a fineness modulus of 2.32. Crushed coarse aggregate with 
nominal sizes of 20 mm and with specific gravity of 2.64 was used. The properties 
of materials utilised in this research are presented in Tables 1–6.

Table 1. Physical properties of OPC (Ordinary Portland cement)
S. No Parameter Value
1 Fineness of cement particles (retained on 90 μm sieve)   3%
2 Consistency  31%
3 Specific gravity   3.26
4 Initial setting time  36 min
5 Final setting time 276 min
6 Compressive strength

7 days  28.2 MPa
28 days  53.5

Table 2. Fine aggregate properties
S. No Parameter Value obtained
1 Fineness modulus 2.32
2 Specific gravity 2.57
3 Water absorption (%) 0.80
4 Bulk density (kg/l) 1.28
5 Zone of grading II

Table 3. Coarse aggregate properties
S. No Parameter Value obtained
1 Type Crushed
2 Nominal size 20.00
3 Fineness modulus  6.78
4 Specific gravity  2.64
5 Water absorption (%)  1.87
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Table 4. Steel bar properties
S. No Steel bar diameter 

(mm)
Yield strength 

(MPa)
Ultimate strength 

(MPa)
Elongation

1 16 547.00 668.00 21.2
2 12 542.00 651.13 24.5
3  6 431.85 621.80 7.02

Table 5. Mix proportions of M30 grade concrete
Grade Cement

(kg/m2)
Fine aggregate

(kg/m2)
Coarse aggregate

(kg/m2)
Water
(l/m3)

M30 437.78 660.97 1111.88 197
Mix ratio 1  1.5   2.5     0.45

Table 6. Properties of epoxy resin
S. No Parameter Value obtained
1 Type Hanson’s epoxy resin
2 Resin hardener ratio 1:2
3 Density of resin 1.10 g/cm2

4 Tensile strength 50 MPa
5 Tensile strain 2.1%
6 Elastic modulus 3.2 GPa

Basalt fabric properties. Igneous rock is the main source for the production of 
basalt products. This igneous rock (molten state) was extruded into the nozzle to 
form the basalt continuous filament. By using the weaving techniques the filaments 
are weaved as fabric. Depending on the weaving pattern, it was sub grouped as 
unidirectional, bi- directional and multi directional fabric. This work utilises the 
basalt bidirectional fabric shown in Fig. 1. The fabric is purchased from Arrow 
Technical Textiles Pvt.Ltd, Mumbai. 

Fig. 1. Basalt bi-directional fabric

The fabric was tested using uniaxial fabric tensile testing machine available 
in the department of textile technology laboratory at K. S. Rangasamy College of 
technology based on the ASTM D3039. Six numbers of basalt fabric specimens 
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were chosen for fabric testing and the dimensions are shown in Fig. 2. Among six, 
three specimens had 300 (g/m2) and another three – 450 (g/m2). These specimens 
were provided with 2 mm thickness glass fabric laminates tabs at the end. It was 
done to fix the fabric sample at the testing machine. 

 

Fig. 2. Dimension of basalt fabric for tensile test  Fig. 3. Failure patterns of basalt fabric sample

Table 7. Basalt fabric properties
S. No Parameter Value obtained

300 (g/m2) 450 (g/m2)
1 Density 2.45 g/cm2 2.67 g/cm2

2 Thickness 1.2 mm
3 Tensile strength 2143 Mpa 2410 MPa
4 Tensile strain 3.112% 3.15%
5 Modulus of elasticity 81 GPa 89 GPa

The failure pattern of samples is shown in Fig. 3. From the test results the 
basalt fabric properties are presented in table 7. In this work, three external BCJ 
were prepared using M30 grade concrete and steel of Fe415. This mix ratio was 
1:1.6:2.7 with water cement ratio of 0.45. These BCJ were tested using 100T 
capacity loading frame in structural engineering laboratory at K.S.R. College of 
Engineering (Figs 6 and 7). 

Fig. 4. Reinforcement details of beam column joint
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The three specimens consist of four numbers of 16 mm diameter rods in col-
umn main reinforcement, and three numbers of 12 mm diameter rods in tension 
zone of the beam, and three numbers of 12 mm diameter rods in the compression 
zone.  These reinforcement details are shown in Fig. 4. Grinder roller was used to 
spread the epoxy over the BCJ surface. Then the fabric was placed over the epoxy 
with the help of roller as shown in Fig. 5.

 

Fig. 5. Basalt fabric wrapped beam column joint

The detailing of exterior beam-column joint was done based on IS 13920: 
2016 codal provision. One-fourth scale of reinforced concrete exterior beam-
column joint specimens was cast for this work. In all six joints the column main 
reinforcement consisted of 4 numbers of 16 mm diameter whereas in the beam 
portion, the reinforcement consisted of 3 numbers of 12 mm diameter bars in ten-
sion and compression zone.

Table 8. Beam column joint nomenclature
S. Nо Specimen identification Description
1 CS1 Control specimen
2 BF1 Strengthening of beam column joint using 300 (g/m2) 

basalt fabric wrapping
3 BF2 Strengthening of beam column joint using 450 (g/m2) 

basalt fabric wrapping

Fig. 6. Reverse loading arrangement of beam 
column joint

Fig. 7. Forward loading arrangement of beam 
column joint
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RESULTS AND DISCUSSION

The first crack was witnessed at the load level of 15 kN for control specimen CS 
and the crack was initiated at load of 24 and 28 kN for specimen BF 1, BF 2, 
respectively. Specimen wrapped with 450 (g/m2) basalt fabric produce delayed 
crack initiation than 300 (g/m2) basalt fabric. The hair line cracks were developed 
in first load cycle for control specimen. But for BF1 and BF2 the hair line cracks 
are developed at the end of second load cycle. Then cracks were developed into 
wider one in the third and fourth load cycle. 

Load deflection behaviour. Deflection is the degree to which a structural element 
is displaced under a load. It may refer to an angle or a distance. For a given load, 
the deflection observed within the elastic limit is known as load deflection rate. 
The load deflection behaviour of CS, BF 1, BF 2 are represented by hysteresis 
loop shown in Figs 8, 9 and 10, respectively. 

Fig. 8. Load deflection (hysteresis) curve for 
CS specimen

Fig. 9. Load deflection (hysteresis) curve for BF1

Fig. 10. Load deflection (hysteresis) curve for BF2
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Ductility of beam column joint. Ductility of a structure is its ability to undergo 
deformation beyond the initial yield deformation, while still sustaining load. In 
this investigation ductility factor is defined as the ratio of maximum deflection to 
the yield deflection. The ductility behaviour for forward cycle is about 3.67 and for 
the reverse cycle is 3.56 for control specimen CS. Strengthening of beam-column 
joint wrapped with basalt fabric BF1 shows the ductility factor of 6.5 for forward 
cycle and for the reverse cycle it is 6.45 and for specimen BF 2 has the value of 
6.98 for forward cycle and 6.88 for reverse cycle. These values are graphically 
represented in Figs 11 and 12.

Fig. 11. Ductility factor for forward loading Fig. 12. Ductility factor for reverse loading

Stiffness. Resistance to deformation while applying a load is simply called stiffness. 
Stiffness is defined as the load required to causing unit deflection of the beam-
column joint. A tangent was drawn for each cycle of the hysteric curves at a load 
of P = 0.75 Pu, where Pu – was the maximum load of that cycle. Determine the 
slope of the tangent drawn to each cycle, which gives the stiffness of that cycle. 
The stiffness for the control specimen (CS) and FRP wrapped specimen are pre-
sented in Figs 13 and 14.

Fig. 13. Stiffness for forward loading Fig. 14. Stiffness for reverse loading

Strengthening of beam-column joint using basalt fabric BF1 shows a stiff-
ness value of 1.5 kN/mm for forward cycle and 1.67 kN/mm for reverse cycle. 
Similarly specimen BF2 has the value of 1 kN/mm for forward cycle and 1.2 kN/
mm for reverse cycle.
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Cumulative energy absorption capacity. The energy absorption capacities during 
each load cycle were calculated as the area under the hysteresis loops from the 
load deflection curve and the cumulative energy absorption capacity of the beam-
column joint was determined by the adding the energy absorption capacity of the 
joint during each cycle considered and values are presented in Figs 15 and 16. 

Fig. 15. Cumulative energy absorption capacity 
for forward loading

Fig. 16. Cumulative energy absorption capacity 
for reverse loading

The numerical analysis in this work includes the construction of non-linear 
finite element model to simulate the seismic behaviour of beam-column joints 
reinforced with FRP. The available finite element software package, ANSYS 
program was used for this purpose. The finite element analysis considered both 
geometrical and material non-linearity.

Meshing. Square configuration of mesh is generated, to obtain the accurate result 
from Solid65 element. The volume sweep command of ANSYS is used to mesh 
the support. This properly sets the width and length of elements in the concrete 
support and makes it consistent with the elements and nodes in the concrete por-
tions of the model. Figures 17 and 18 show the analytical modelling and meshing 
of beam column joint specimen, respectively.

Fig. 17. Analytical modelling of beam column 
joint

Fig. 18. Meshing beam – beam column joint
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FRP wrapping. The structural geometry of exterior beam column joint has been 
modelled for the mentioned dimension and analysed using ANSYS. The exterior 
beam column joint has been analysed with and without wrapping on plastic hinge. 
The loads are applied on the column, the axial load applied on the centre of the 
column. Figures 19 and 20 show the modelling and meshing of beam-column joint 
with wrapping, respectively.

Fig. 19. Modelling of beam-column joint with 
wrapping

Fig. 20. Meshing of beam-column joint with 
wrapping

Deflection diagram from ANSYS analysis is shown in Figs 21–23.

Fig. 21. Deflection diagram for CS specimen

Fig. 22. Deflection diagram for BF1 specimen
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Fig. 23. Deflection diagram for BF2 specimen

The comparison of experimental test results with analytical test results are 
shown in Table 9. 

Table 9. Comparison of ultimate load with experimental and analytical modelling 
S. No Beam – column joint  

identification
Ultimate load (kN) Difference (%)

experimental analytical
1 CS 30 33 9.09
2 BF1 36 38 5.26
3 BF2 40 42 4.76

The ultimate load of the control specimen CS has a 9.09% difference when 
compared to the experimental result. For specimen BF 1, BF 2 the difference be-
tween these results is about 5.26 and 4.76%, respectively. The comparison in deflec-
tion of experimental test results with analytical test results is shown in Table 10. 

Table 10. Comparison of deflection with experimental and analytical modelling 
S. No Beam – column joint 

identification
Deflection (mm) Difference (%)

experimental analytical
1 CS 14.5 13.562  6.46
2 BF1  4.6  4.004 13.00
3 BF2  3.9  3.554  8.87

Difference of 6.46 % is obtained for CS specimen. For BF 1, BF 2, specimen 
the difference was obtained as 13 and 8.87%, respectively.

CONCLUSIONS

Beam column joint strengthened with 450 (g/m2) basalt fabric wrapped specimen 
(BF2) produces better performances than 300 (g/m2) basalt fabric wrapped speci-
men (BF1). Compared with control specimen, the basalt wrapped beam column 
joint produces better structural performance. Basalt wrapping at joints reduces the 
shear cracks and flexural cracks at early stage of loading. Control specimen fail 
before the completion of three cycles of load. Basalt wrapped specimen BF1 cre-
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ates 20% higher load carrying capacity than control specimen and BF2 produces 
33.33% higher load than CS specimen. The maximum difference in predicting the 
failure load is 9.09% while the maximum difference in deflection is 13%. From this 
work, it is derived that the natural based basalt fabric has better properties which 
is due to better crack bridging mechanism and energy absorption capacity. Due 
to its overwhelming properties, the basalt fabric may be used in the earthquake 
prone areas to prevent the damage in the structures and increase the longevity of 
the structures. 
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Abstract: To create cost-effective structures, the modern construction industry has sought to reduce
the dead load of buildings. Lightweight concrete is a quick way to reduce dead load. The current
study is primarily concerned with identifying modern substitutes for coarse aggregate likely to aid in
waste management and offer potential alternatives to the most exploited natural resources. According
to ACI C 39-M, this study developed a novel lightweight hybrid fiber-reinforced concrete (LWHFRC)
with a density of less than 1825 kg/m3 and compressive strength of 50 to 75 MPa. Ordinary Portland
cement (53 Grade) was mixed with fly ash, silica fume, and GGBS. Sintered fly ash aggregate (SFA)
and palm oil shell aggregate (POS) were used as coarse aggregates. Hooked steel fibers and polyvinyl
alcohol fibers were combined in a hybrid form to improve crack propagation properties at the
initial and subsequent stages. The water-to-binder ratio was kept constant at 0.30 to 0.35 with a
1% superplasticizer. Four volume fractions of hybrid fibers (both steel and PVA with Vf = 0%, 1%,
1.5%, and 2%) were added. In addition, XRD, SEM, EDS, and EDS mapping tests were performed
to finalize the material’s chemical composition and crystalline structure. Furthermore, beams and
cylinders were tested to determine the modulus of rupture, which was determined to be between 9.5
and 14 MPa by ACI code C 1609-M, and indirect tensile strength, achieved as 10 to 14 MPa by ACI
code C 496-M. The researcher altered the modulus of elasticity (Ec) formula for lightweight concrete
and discovered a relationship between fc’ and fcb, fc’ and fspt, and fcb and fspt. Finally, ANOVA
and regression tests were run to check the significance of the experiment. The cost analysis revealed
that the cost of LWHFRC increased by approximately 16.46%, while the strength increased by 55.98%
compared to regular concrete.

Keywords: reinforced lightweight concrete; hybrid fiber; silica materials; XRD; SEM; EDS; ANOVA;
regression

1. Introduction

Advancements in expertise enhance not only human comforts but also impairment
the environment. In the world, most industries are accompanied by many materials such
as fly ash [1–4], silica fume, and GGBS. As a natural vegetable aggregate, palm oil shell
is a vegetable product from palm trees with low density that satisfies lightweight coarse
aggregate criteria. As an artificial aggregate, sintered fly ash aggregate with low density and
good strength is also an artificial aggregate for the palletization process in industries [5,6].
Palletization is a worldwide process used to manufacture artificial aggregates named
sintered fly ash aggregate [7]. Fly ash is a by-product of coal-based thermal power plants.
If not properly disposed of, fly ash can cause water and soil contamination, consequently
interrupting the ecological cycles. China, the USA, and India consume around 70% of
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the total coal worldwide [8]. According to a CEA [9] report, about 166 million tons of
fly ash in India are generated from 132 thermal plants annually. About 56% of fly ash is
utilized effectively through various methods, and the remaining fly ash is still a concern
to society. Most attention is devoted to commercial applications such as the replacement
of cement. This process simultaneously consumes the generated industrial wastes and
reduces the requirement for cement clinker. High-quality fly ash with a low carbon content
is used as a mineral additive to manufacture cement and concrete. Low-quality fly ash with
higher and variable carbon content is generally used in landfills. Production of artificial
aggregates from fly ash [10] is a great leap toward fly ash disposal in large quantities.
Generally, the aggregate phase occupies 60–80% of the concrete matrix by volume. The
depletion of natural aggregate resources is another significant concern for sustainable
development worldwide [11].

Steel fiber and polyvinyl alcoholic fiber (PVA) were also used independently and
combined to produce high-performance fiber-reinforced lightweight concrete by a few
researchers. The researcher’s primary goal is to use an environmentally harmful material
as a light component to create high-performance, lightweight concrete. However, few
researchers have already developed ultra-high-performance fiber-reinforced lightweight
concrete, which is most suitable for structural members such as beams, columns, floors,
and precast members. However, this was very expensive in the concrete industry because
most researchers did not use coarse aggregate in their ultra-high-performance concrete
(UHPC). In addition, many researchers developed only lightweight concrete. We plan to
create new inventive concrete that will be high-performance and lightweight with truncated
cost. There are numerous benefits of lightweight structural concrete over normal-weight
concrete in the construction industry, particularly in high-rise buildings. The original
method of fabricating lightweight structural concrete uses lightweight aggregates instead
of ordinary aggregates in concrete. Due to the insufficient resources for natural and
artificial lightweight aggregates, the substitute sources for lightweight aggregates should
be revealed from industrial wastes. Oil palm shell (OPS) and oil palm-boiler clinker (OPBC)
are two solid wastes from the palm oil industry [12,13] and are obtainable in abundance in
tropical regimes. In this paper, the effects of using fly ash (FA), silica fume (SF), ground
granulated blast slag (GGBS), [14] and numerous combinations of them such as sintered
fly ash aggregate (regular round shape) and palm oil shell aggregate (irregular triangular
shape) [15] with two different fibers such as steel fiber and PVA fiber were evaluated.
Another goal of the researcher was to investigate multiaggregate (SFA and POS) without
natural coarse aggregate (NCA) because circular SFA [16] and triangular POS have different
workability and water absorption criteria for maintaining the perfect bonding of lightweight
concrete [17] in construction industries. The effect of fibers on mortars and concrete has
recently been demonstrated to increase the ductility chattels of cementitious composites.

Superior tensile strength, flexibility, toughness, and crack resistance were proven as
the main properties enhanced by fiber reinforcement. Hybrid fiber-reinforced composites
were renowned for further improving the properties at the early and future stages of crack
and propagation. The key is to combine various beneficial properties of fiber into a single
matrix, resulting in superiority in both aspects. Steel fiber and PVA fiber [18,19] were
combined with two lightweight aggregates, palm oil shell, sintered fly ash aggregate, and
three mineral admixtures, fly ash, silica fume, and GGBS in this study. The first series is
industrialized with the optimum mineral admixture in different percentages, while the
second series is settled with the lightweight concrete [20] with optimum mineral admixture.
Finally, the third series explores the optimum lightweight concrete [21,22] with different
percentages of two fibers [23]. The most crucial aspect of this research was maintaining the
W/B ratio of 0.30 and 1% of high-range water-reducing admixture (HRWRA) throughout
all three series. The compressive strength, flexural strength, split tensile strength, water
absorption test, workability test, XRD test, SEM test, EDS test, and EDS mapping were
carried out in the first stage of the research. The second stage of the study is to perform
the bond shear test (slant shear and pull out) of lightweight concrete with regular concrete
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for the retrofitting field of the construction industries. In addition, the researcher plans to
perform different durability tests for the new LWHFRC. After completing the material level
of the research, the researcher will test other beam loadings to satisfy the new mix design
concrete for high-performance, lightweight concrete. This paper investigates the provision
of two different fibers, steel, and PVA fiber, in hybrid form with multi-lightweight aggregate
by adding all three mineral admixtures to develop high-strength and high-performance
concrete. Analysis shows that performance enhancement was obtained by using fibers in
the hybrid form. Hooked steel fibers with an aspect ratio of 40 and 80 and PVA fibers [24]
with an aspect ratio of 800 were used in this research. The size of the normal coarse
aggregate (NCA), sintered fly ash aggregate (SFA) of size 12.5 to 18 mm, and palm oil
shell aggregate (POS) of 10 to 12.5 mm were used. This study achieved better lightweight
concrete strength and high-performance hybrid fiber-reinforced concrete. The cost of
lightweight concrete [25] was also reduced in this research. According to the cost analysis,
the cost of LWHFRC increased by approximately 16.46%, while the strength increased by
55.98% compared to regular concrete in the same mix design without mineral admixture.

The mix design is based upon ACI-213 R-03 and ACI-211.2. In this research, 20 to 50%
SFA and 10 to 30% POS gave better results. The higher volume of GGBS has a tremendous
role in the high strength of concrete. Finally, ANOVA and regression analyses were
performed to identify the lightweight hybrid fiber-reinforced [26–29] concrete (LWHFRC).
The researcher modified the modulus of elasticity (Ec) with a compressive strength (fc’)
formula for lightweight concrete and created a relationship equation between compressive
strength and flexural strength (fc’ and fcb), compressive strength and split tensile strength
(fc’ and fspt), flexural strength [30], and split tensile strength [31] (fcb and fspt) (ACI-318-05).
The forthcoming paper will discuss hybrid fiber-reinforced lightweight concrete’s bond
strength and durability. In the next research phase, beam structural behavior parameters
such as load-carrying capacity, ductility factor, stiffness, energy absorption capacity, and
energy index will be evaluated.

The development of lightweight concrete without sacrificing performance or strength
is a novel aspect of this study. This novel material alters design considerations and reduces
the self-weight of the structure. This study will cover the numerous practical applications in
civil engineering practices. Because of their overwhelming strength and performance, these
innovative concrete composites may be used in earthquake-prone areas. Because sintered fly
ash aggregate (SFA) and palm oil shell aggregate (POS) have regular and irregular shapes in
structure, researchers had the brilliant idea of combining both totals with a high volume of
cementitious materials without natural aggregate to achieve lightweight, high-performance
concrete at a lower cost for bridge structures and high-rise building applications.

2. Materials and Methods

Twenty-four mix designs with varying volumes of steel and PVA fibers were prepared
to investigate the effect of steel and PVA fibers on the properties of lightweight aggregate
concrete. The volume fraction of steel fibers and PVA fibers in concrete ranged from 0% to
2%. Figure 1 depicts the raw materials with sizes. Figure 2 summarizes the fiber contents
of all 18 assorted designs. All other parameters, such as cement content (c = 600 kg/m3),
water/cement ratio (w/c = 0.3 to 0.35), superplasticizer dosage (SP = 1%), and weight ratio
of coarse lightweight aggregate to natural river sand (LWA/S = 1.5), remained constant
across all mixtures. The water absorption of aggregates was determined within the mixing
time, and the batch proportions were adjusted accordingly.

2.1. Material Properties

The properties of the materials are listed in Table 1 below. In this mix, two min-
eral admixtures with 10% silica fume and 35% GGBS by partial replacement of cement,
two coarse aggregates such as SFA and POS without NCA, and two fibers such as steel
fibers and PVA fibers of 0 to 2% fraction by volume to make hybrid fiber-reinforced con-
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crete, 0.30 to 0.35 W/B ratio, with high volume cementitious materials around 600 kg/m3

are used.
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Table 1. Mechanical properties of materials.

Materials Mechanical Properties

Cement 53 grades, OPC
Silica fume Self-compaction, but SP required
Fly ash Class F, unit weight 1380 kg/m3

GGBS 1000–1100 kg/m3 (loose), 1200–1300 kg/m3 (vibrated)
CA (NCA) 12 to 18 mm, an angular shape

CA (SFA) 12.5 to 18 mm, density 678 to 879 kg/m3, water absorption <10% for 24 h,
round shape

CA (POS) 10 to 12.5 mm, density 610 to 860 kg/m3, water absorption < 15%,
triangular shape

FA Dune sand is 0.6 mm, and coarse sand is 4.75 mm
Water Normal (pure)
SP Sulfated naphthalene

Fiber—Steel MS13/0.32 and MS16/0.2 of tensile strength 2800 MPa with an aspect ratio
of 40 and 80

Fiber—PVA 6 mm and 12 mm with aspect ratio 800 and tensile strength 1500 MPa

2.2. Mix Proportion

The 24-mix design (E1 to E6, HA1 to Ha6, HB1 to HB6, and HC1 to HC6) used in this ex-
periment is as follows. The quantity of the materials used in this experiment was calculated
from that mixed design. The number of specimens in this experiment is 576 pieces divided
into four series. All mixing and preparation of samples were performed at room tempera-
ture. The first series consists of a cylinder specimen (100 mm × 200 mm) for compressive
strength. The second series consists of the flexural specimen (150 mm × 150 mm × 530 mm)
for flexural strength, and the third series consists of a cylinder specimen (150 mm × 300 mm)
for the split tensile strength of concrete. The four series consists of a cylinder specimen
(100 mm × 200 mm) for the water absorption test. The volume fraction (Vf) of both the
steel fiber and PVA fiber was also categorized in a hybrid form of 1% (HA series), 1.5%
(HB Series), and 2% (HC Series). The amount of each material used in this experiment is
shown in Tables 2 and 3. All the materials shown in Tables 2 and 3 are magnified with
a 1.3 amplification factor for casting. According to the flow chart given in Figure 2, we
decided on the mix design by ACI code 213 R-03 and ACI-211.2. The flow chart in Figure 2
depicts the complete summary of our research work mix design stage. The results of hy-
brid fiber-reinforced lightweight concrete (HA, HB, and HC Series) were only highlighted
in this paper. In another article, the researcher attached the other results of individual
fiber-reinforced lightweight concrete.

The fine and coarse aggregates were mixed in a concrete mixer for about 2 min before
cement was added to the concrete mixtures. The ingredients were re-mixed until a uniform
color was achieved. The steel fiber and PVA fiber were then gradually added to the mixture.
The water had been split in half. The first half was added to the ingredients in the mixer
and mixed for 2–3 min before adding the remaining water and superplasticizer. After
that, the ingredients were mixed for another 2–3 min. The concrete was then poured into
the molds and consolidated on a vibrator. The specimens were cured under laboratory
conditions by covering them with a plastic sheet for 24 h, followed by wet curing. Figure 2
depicts a summary of casting details. Tables 2 and 3 also include a mix design summary for
hybrid fiber-reinforced concrete and lightweight concrete.

2.3. Evaluation

The effect of partial/complete substitution of coarse artificial aggregate with POS on
mechanical properties such as unit weight, compressive strength, flexural strength, split
tensile strength, modulus of elasticity, water absorption test, and workability test was
evaluated (slump cone).
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Table 2. Mix design of hybrid fiber-reinforced concrete (kg/m3).

Mix Cement Silica
Fume

Fly
Ash GGBS CA

(NCA)
CA

(SFA)
CA

(POS) FA Water SP Steel
Fiber

PVA
Fiber Total

HA1 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 0.00 0.00 1824.35
HA2 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 9.12 9.12 1824.35
HA3 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 13.68 4.56 1824.35
HA4 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 4.56 13.68 1824.35
HA5 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 18.24 0.00 1824.35
HA6 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 0.00 18.24 1824.35
HB1 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 0.00 0.00 1824.35
HB2 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 9.12 18.24 1824.35
HB3 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 18.24 9.12 1824.35
HB4 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 22.80 4.56 1824.35
HB5 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 27.37 0.00 1824.35
HB6 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 0.00 27.37 1824.35
HC1 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 0.00 0.00 1824.35
HC2 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 9.12 27.37 1824.35
HC3 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 18.24 18.24 1824.35
HC4 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 27.37 9.12 1824.35
HC5 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 36.49 0.00 1824.35
HC6 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 0.00 36.49 1824.35

Table 3. Mix design of normal and lightweight concrete (kg/m3).

Mix Cement Silica
Fume

Fly
Ash GGBS CA

(NCA)
CA

(SFA)
CA

(POS) FA Water SP Steel
Fiber

PVA
Fiber Total

C1 600.00 0.00 0.00 0.00 1053.16 0.00 0.00 651.96 176.64 6.00 0.00 0.00 2487.76
C2 600.00 0.00 0.00 0.00 0.00 458.88 0.00 651.96 176.64 6.00 0.00 0.00 1893.48
C3 600.00 0.00 0.00 0.00 0.00 0.00 389.53 577.08 248.64 6.00 0.00 0.00 1821.25
E1 330.00 60.00 0.00 210.00 0.00 431.79 0.00 613.47 176.64 6.00 0.00 0.00 1827.89
E2 330.00 60.00 0.00 210.00 0.00 388.61 41.41 613.47 176.64 6.00 0.00 0.00 1826.12
E3 330.00 60.00 0.00 210.00 0.00 345.43 82.82 613.47 176.64 6.00 0.00 0.00 1824.35
E4 330.00 60.00 0.00 210.00 0.00 302.25 124.23 613.47 176.64 6.00 0.00 0.00 1822.58
E5 330.00 60.00 0.00 210.00 0.00 259.07 165.64 613.47 176.64 6.00 0.00 0.00 1820.81
E6 330.00 60.00 0.00 210.00 0.00 215.89 207.04 613.47 176.64 6.00 0.00 0.00 1819.04

2.3.1. Unit Weight

After 28 days of curing, three cylindrical concrete specimens measuring 100 mm in
diameter and 200 mm in height were prepared from each concrete mixture to determine
the unit weight. The specimens were air-dried for 48 h before being measured to ensure
uniform moisture content. The weight-to-volume ratio was expressed as the unit weight of
concrete. For each mixture, triplicate measurements were taken, and the average values
were reported. Tables 2 and 3 provide information on unit weight.

2.3.2. Workability Test

Workability tests such as slump, compaction factor, and vee bee consistometer were
performed on various lightweight concrete and lightweight hybrid fiber-reinforced concrete
mixtures. Table 4 displays the results. A sulfated naphthalene-based superplasticizer was
used in additional trials to improve the workability and cohesiveness of fresh concrete [32].
A superplasticizer content of 1% by mass of binder was used.

2.3.3. Slump Test

The slump test was carried out following ACI-C143/C143M 12. A 300 mm high
frustum of a cone with a leveled surface was placed in the mold. The concrete was filled
in three layers, with each layer tamped 25 times with a 16 mm steel rod with a rounded
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nose. The top was not level, and the mold was firmly pressed against the slab base. The
mold was gently lifted, and the decrease in concrete height was measured and recorded in
Table 4 [32].

Table 4. Workability test results.

E Series (Without Fiber)—LWC

Mix Slump (mm) Compaction Factor Vee Bee Time in Seconds Water Absorption %

E1/CS 270 0.89 8 2.5
E2 255 0.87 11 3.4
E3 240 0.8 13 3.7
E4 233 0.78 15 4.6
E5 210 0.77 18 5.3
E6 190 0.75 20 5.5

HA Series (With 1% Hybrid fiber)

Mix Slump (mm) Compaction Factor Vee Bee Time in Seconds Water Absorption %

HA1/CS 240 0.8 13 3.7
HA2 201 0.83 14 4.5
HA3 192 0.71 15 4.9
HA4 180 0.79 17 7.6
HA5 173 0.76 20 8.2
HA6 165 0.71 22 9.5

HB Series (With 1.5% Hybrid fiber)

Mix Slump (mm) Compaction Factor Vee Bee Time in Seconds Water Absorption %

HB1/CS 240 0.8 13 3.7
HB2 210 0.74 14 4.6
HB3 194 0.71 16 5.2
HB4 180 0.68 18 5.7
HB5 162 0.69 20 11.8
HB6 154 0.64 23 12.4

HC Series (With 2% Hybrid fiber)

Mix Slump (mm) Compaction Factor Vee Bee Time in Seconds Water Absorption %

HC1/CS 240 0.8 13 3.7
HC2 206 0.87 11 2
HC3 192 0.8 13 3.5
HC4 180 0.78 15 4
HC5 168 0.65 21 6.2
HC6 140 0.67 23 13.7

2.3.4. Compaction Factor Test

The compacting factor test was performed following ACI-C143/C143M-12 using a
compacting factor test apparatus. The top hopper was filled gently with concrete, while
the bottom hopper was kept closed. The top hopper was opened, and the concrete fell
from the upper to the lower hopper and then from the lower hopper to the mold. Table 4
summarizes the test values. The density of partially compacted concrete was divided by
the density of fully compacted concrete to determine the degree of compaction.

2.3.5. Vee Bee Time Test

The vee bee time apparatus measured the workability of concrete as per ACI-C143/
C143M-12. The time required for the complete remolding of concrete was measured. The
vee bee times are tabulated in Table 4 [32].
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2.3.6. Water Absorption Test

At 28 days of curing, the cylinder samples were tested for water absorption capacity.
First, the dry masses of concrete specimens were saturated in the water basin for 28 days in
the methodology. Following that, the saturated concrete samples were reweighed, and the
soaked mass of the samples was subtracted from the dry mass to determine the mass of
water absorption and thus the percentage of water absorption relative to dry mass. The
rates of water absorption by the sample cylinder specimen are shown in Table 4 [32].

2.3.7. Cylinder Compressive Strength Test

The cylinder compressive strength test was performed on the 100 mm diameter and
200 mm high cylinder specimens at the ages of 7 and 28 days, respectively, using a 100-ton
capacity compression testing machine following ACI-C39/C39M-20 [32].

2.3.8. Split Tensile Strength Test

The split tensile strength test is an indirect tensile strength test for cylindrical spec-
imens. Splitting tensile strength tests were performed at 28 days for concrete cylinder
specifications of 150 mm in diameter and 300 mm in length, using an ASTM-C496 [33].
Figure 6 depicts the test specimen. The load was applied gradually until the specimen split
and readings were noted.

The splitting tensile strength was estimated after 28 days by using the
following relationship:

fspt = 2P/πld

where

fspt = splitting tensile strength of the specimen (MPa);
P = maximum load applied to specimen (N).
l = length of the specimen (mm).
d = cross-sectional diameter of the specimen (mm).

2.3.9. Flexural Strength Test

A flexural strength test was performed on the 150 mm × 150 mm × 530 mm beam
specimen at 28 days using a 50-ton capacity universal testing machine by subjecting the spec-
imen to four-point bending to determine the flexural strength as per ASTM C 1609 M. The
flexural strength was calculated using the result analysis and test configuration formula.

3. Results and Discussion
3.1. Unit Weight

As a substitute for SFA, the unit weight of concrete specimens prepared with varying
amounts of POS is used. In Tables 2 and 3, these values ranged from 1819 to 2487 kg/m3.
The unit weight of concrete from the C1 to C3 series was used to replace NCA, SFA, and
POS completely. However, the unit weights of C2 and C3 fell within the ACI 213 R-03
lightweight concrete criteria. The E1 to E6 series were also within the light concrete unit
weight range of 1819–1828 kg/m3.

3.2. Workability and Water Absorption Test

Fresh concrete is usable when it can be easily transported, placed, compacted, and
finished without segregation. Slump tests were performed on concrete with lightweight
aggregate from E1 to E6 as lightweight concrete (LWC) and HA to HC series as lightweight
hybrid fiber-reinforced concrete (LWHFRC) to determine comparable workability. Before the
fresh concrete specimens were cast in the molds, four batches of all concrete types were tested
for workability. Table 4 displays the test results for the average slump of control lightweight
concrete and all LWHFRC concretes. The average slump flow diameter (E3—without fiber)
was 51 cm, with a slump height of 24.2 cm, as shown in Figures 3a and 3b, respectively.
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At 28 days of curing, the cylinder samples were tested for water absorption capacity.
First, the dry masses of concrete specimens were saturated in a water basin for 28 days.
Following that, the saturated concrete samples were reweighed. Finally, the soaked mass of
the samples was subtracted from the dry mass to determine the mass of water absorption
and, thus, the percentage of water absorption relative to dry mass. Table 4 shows the rates
of water absorption by a cylinder specimen sample. Because of the hydrophilic nature
of fiber and the larger interfacial area between the fiber and the matrix, water absorption
increased gradually as fiber content increased.

3.3. Compressive Strength

(a) E Series (LWC)

Table 5 shows the cylinder compressive strength of LWC (lightweight concrete) and
LWHFRC (lightweight hybrid fiber-reinforced concrete) at 7 and 28 days. At 28 days, the
compressive strengths (E1-E6) of LWC were increased by 80.44%, 61.53%, 55.99%, 11.83%,
18.78%, and 4.93%, respectively, when compared to control concrete (C1). At 28 days, the
compressive strength of 100% SFA (E1) was 64.145 MPa, nearly as high as the other results
in this series. The scores for 90% SFA + 10% POS (E2) and 80% SFA + 20% POS (E3) were
57.425 and 55.453, respectively. So, for this next stage, the researcher used the E3 series to
keep the unit weight below the lightweight criteria (below 1850 kg/m3) set by ACI-213
R-03 and developed a strong bond between irregular triangular coarse aggregate (POS)
and regular circular coarse aggregate (SFA) at a 1:4 ratio (POS: SFA). Figure 4 shows the
cylinder compressive strength test with LVDT. Figure 5a graph shows the compressive
strength of concrete without fiber.

(b) HA Series (1% Hybrid Fiber)

At the age of 28 days, the compressive strengths (HA1-HA6) of LWHFRC (1% hybrid
fiber) were increased by 55.99%, 57.96%, 64.44%, 57.48%, 69.97%, and 47.50%, respectively,
when compared to control concrete (C1). At 28 days, the compressive strength of 1% steel
fiber (HA5) was 60.425 MPa, nearly as high as the other results. Figure 5b graph shows the
compressive strength of concrete with 1% hybrid fiber.

(c) HB Series (1.5 % Hybrid)

At the age of 28 days, the compressive strengths (HB1-HB6) of LWHFRC (1.5% hybrid
fiber) were increased by 55.99%, 56.24%, 67.59%, 78.58%, 86.34%, and 23.42%, respectively,
when compared to control concrete (C1). At 28 days, the compressive strength of 1.5% steel
fiber (HB5) was 66.245 MPa, nearly as high as the other results in this series. Figure 5c
graph shows the compressive strength of concrete with 1.5% hybrid fiber.

(d) HC Series (2% Hybrid)

At the age of 28 days, the compressive strengths (HC1-HC6) of LWHFRC (2% hybrid
fiber) were increased by 55.99%, 56.24%, 58.81%, 75.63%, 95.29%, and 5.85% (-ve), respec-
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tively, when compared to control concrete (C1). At 28 days, the compressive strength of 2%
steel fiber (HC5) was 69.425 MPa, nearly as high as other results in this series. Figure 5d
graph shows the compressive strength of concrete with 2% hybrid fiber.

Table 5. A mix of unit weight ≤ 1825 kg/m3 fc’(MPa) without fiber.

Mix
7 Days 28 Days % Increase Strength

fc’ σ fc’ σ 7 Days 28 Days

E1 43.37 5.25 64.15 3.26 72.66 80.44
E2 38.43 5.41 57.43 5.43 52.97 61.53
E3 37.85 3.09 55.45 4.82 50.69 55.99
E4 28.52 5.24 39.75 3.5 13.53 11.83
E5 25.93 4.07 42.23 2.77 3.24 18.78
E6 22.89 3.03 37.30 2.05 −8.88 4.93

Mix of 1% Hybrid Fiber fc’ (MPa)

Mix
7 Days 28 Days % Increase Strength

fc’ σ fc’ σ 7 Days 28 Days

HA1 37.85 1.77 55.45 3.73 50.69 55.99
HA2 35.43 2.95 56.16 7.60 41.02 57.96
HA3 42.58 9.59 58.46 7.56 69.50 64.44
HA4 39.75 4.75 55.98 1.80 58.26 57.48
HA5 42.49 3.93 60.43 4.96 69.14 69.97
HA6 37.15 2.53 52.44 2.41 47.87 47.50

Mix of 1.5% Hybrid Fiber fc’ (MPa)

Mix
7 Days 28 Days % Increase Strength

fc’ σ fc’ σ 7 Days 28 Days

HB1 37.85 2.14 55.45 2.90 50.69 55.99
HB2 37.43 3.78 55.55 3.81 48.98 56.24
HB3 40.85 5.11 59.58 4.20 62.63 67.59
HB4 43.28 4.53 63.49 2.20 72.29 78.58
HB5 43.58 2.35 66.25 1.57 73.47 86.34
HB6 27.42 3.85 43.88 7.60 9.17 23.42

Mix of 2% Hybrid Fiber fc’ (MPa)

Mix
7 Days 28 Days % Increase Strength

fc’ σ fc’ σ 7 Days 28 Days

HC1 37.85 2.25 55.45 2.84 50.69 55.99
HC2 37.43 3.17 55.55 2.69 49.00 56.24
HC3 38.62 2.28 56.46 4.38 53.76 58.81
HC4 41.87 3.93 62.44 4.92 66.68 75.63
HC5 48.66 8.27 69.43 3.86 93.70 95.29
HC6 22.43 2.13 33.47 2.17 −10.72 −5.85

C1—Control Specimen fc’ = 25.12 MPa (7 Days) and 35.55 MPa (28 Days)



Materials 2022, 15, 5051 11 of 24

Materials 2022, 15, x FOR PEER REVIEW 10 of 25 
 

 

03 and developed a strong bond between irregular triangular coarse aggregate (POS) and 
regular circular coarse aggregate (SFA) at a 1:4 ratio (POS: SFA). Figure 4 shows the 
cylinder compressive strength test with LVDT. Figure 5a graph shows the compressive 
strength of concrete without fiber. 

 
Figure 4. Cylinder compressive strength test with LVDT. 

Table 5. A mix of unit weight ≤ 1825 kg/m3 fc’(MPa) without fiber. 

Mix  
7 Days 28 Days % Increase Strength 

fc’ σ fc’ σ 7 Days 28 Days 
E1 43.37 5.25 64.15 3.26 72.66 80.44 
E2 38.43 5.41 57.43 5.43 52.97 61.53 
E3 37.85 3.09 55.45 4.82 50.69 55.99 
E4 28.52 5.24 39.75 3.5 13.53 11.83 
E5 25.93 4.07 42.23 2.77 3.24 18.78 
E6 22.89 3.03 37.30 2.05 −8.88 4.93 

Mix of 1% Hybrid Fiber fc’ (MPa) 

Mix 
7 Days 28 Days % Increase Strength 

fc’ σ fc’ σ 7 Days 28 Days 
HA1 37.85 1.77 55.45 3.73 50.69 55.99 
HA2 35.43 2.95 56.16 7.60 41.02 57.96 
HA3 42.58 9.59 58.46 7.56 69.50 64.44 
HA4 39.75 4.75 55.98 1.80 58.26 57.48 
HA5 42.49 3.93 60.43 4.96 69.14 69.97 
HA6 37.15 2.53 52.44 2.41 47.87 47.50  

Mix of 1.5% Hybrid Fiber fc’ (MPa) 

Mix 
7 Days 28 Days % Increase Strength 

fc’ σ fc’ σ 7 Days 28 Days 
HB1 37.85 2.14 55.45 2.90 50.69 55.99 
HB2 37.43 3.78 55.55 3.81 48.98 56.24 
HB3 40.85 5.11 59.58 4.20 62.63 67.59 
HB4 43.28 4.53 63.49 2.20 72.29 78.58 
HB5 43.58 2.35 66.25 1.57 73.47 86.34 
HB6 27.42 3.85 43.88 7.60 9.17 23.42  

Mix of 2% Hybrid Fiber fc’ (MPa) 

Figure 4. Cylinder compressive strength test with LVDT.

Materials 2022, 15, x FOR PEER REVIEW 11 of 25 
 

 

Mix 
7 Days 28 Days % Increase Strength 

fc’ σ fc’ σ 7 Days 28 Days 
HC1 37.85 2.25 55.45 2.84 50.69 55.99 
HC2 37.43 3.17 55.55 2.69 49.00 56.24 
HC3 38.62 2.28 56.46 4.38 53.76 58.81 
HC4 41.87 3.93 62.44 4.92 66.68 75.63 
HC5 48.66 8.27 69.43 3.86 93.70 95.29 
HC6 22.43 2.13 33.47 2.17 −10.72 −5.85 

C1—Control Specimen fc’ = 25.12 MPa (7 Days) and 35.55 MPa (28 Days) 

 

  
(a) (b) 

  
(c) (d) 

Figure 5. Compressive strength of concrete with different fiber contents. 

(b) HA Series (1% Hybrid Fiber) 
At the age of 28 days, the compressive strengths (HA1-HA6) of LWHFRC (1% hybrid 

fiber) were increased by 55.99%, 57.96%, 64.44%, 57.48%, 69.97%, and 47.50%, respectively, 
when compared to control concrete (C1). At 28 days, the compressive strength of 1% steel 
fiber (HA5) was 60.425 MPa, nearly as high as the other results. Figure 5b graph shows 
the compressive strength of concrete with 1% hybrid fiber. 

0
10
20
30
40
50
60
70

E1 E2 E3 E4 E5 E6

fc'-Without fiber (MPa)-LWC-Unit weight 
<1825 Kg/m3

7 Days 28 Days

0
10
20
30
40
50
60
70

HA1 HA2 HA3 HA4 HA5 HA6

Compressive Stress for 1% Hybrid Fiber 
in MPa 

7 Days 28 Days

0

20

40

60

80

HB1 HB2 HB3 HB4 HB5 HB6

Compressive Stress for 1.5 % Hybrid 
Fiber in MPa 

7 Days 28 Days

0

20

40

60

80

HC1 HC2 HC3 HC4 HC5 HC6

Compressive Stress for 2% Hybrid Fiber 
in MPa

7 Days 28 Days

Figure 5. Compressive strength of concrete with different fiber contents.



Materials 2022, 15, 5051 12 of 24

3.4. Split Tensile Strength Test

At 7 and 28 days, the split tensile strength of the concrete specimens was determined.
Table 6 summarizes the average test results of the split tensile strength in their

specified curing periods of 7 and 28 days. Figure 6 shows the split tensile test of the
cylinder specimen.

Table 6. Experimental results for fc’, fcb, fspt, and Ec.

Mix Stage
7 Days 28 Days

fc’ (MPa) fcb (MPa) fspt (MPa) Ec (GPa) fc’ (MPa) fcb (MPa) fspt (MPa) Ec (GPa)

HA1 37.85 7.81 7.59 21.96 55.45 11.09 10.82 24.96
HA2 35.43 8.12 7.95 22.15 56.15 11.65 11.28 25.12
HA3 42.58 8.15 8.16 22.54 58.45 11.76 11.54 25.63
HA4 39.75 7.84 7.68 22.01 55.98 11.23 10.85 25.08
HA5 42.49 9.23 8.71 23.12 60.42 12.91 12.35 26.06
HA6 37.15 8.11 7.10 21.32 52.43 11.56 10.21 24.27
HB1 37.85 7.81 7.59 22.93 55.45 11.09 10.82 24.96
HB2 37.43 8.05 7.65 21.97 55.54 11.57 10.93 24.98
HB3 40.85 8.42 8.49 22.77 59.57 12.43 12.13 25.87
HB4 43.28 8.72 8.64 23.53 63.48 12.69 12.34 26.71
HB5 43.58 9.64 9.62 23.95 66.24 13.48 13.35 27.28
HB6 27.42 6.72 7.04 19.47 43.87 9.56 10.05 22.20
HC1 37.85 7.81 7.59 21.93 55.45 11.09 10.82 24.96
HC2 37.43 7.82 7.87 22.10 56.12 11.23 11.21 25.11
HC3 38.62 8.25 7.96 22.13 56.45 11.85 11.34 25.19
HC4 41.87 8.63 8.67 23.27 62.43 12.49 12.34 26.49
HC5 48.66 9.71 9.84 24.50 69.42 13.96 13.85 27.93
HC6 22.43 6.75 7.22 21.20 51.54 9.53 10.45 24.07
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3.5. Flexural Strength Test

The concrete specimens’ flexural strength was measured after 7 and 28 days. Table 6
summarizes the average flexural strength test results in their specified curing periods of 7
and 28 days. Figure 7 shows the flexural test of the beam specimen.

Finally, we concluded that adding a certain percentage of fiber in concrete increased
the specimen’s compressive, tensile, and flexural strength since the randomly oriented
fibers arrest a microcracking mechanism and limit crack propagation, thus improving
stability and elasticity.
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3.6. Relationship between Compressive Strength (fc’) Test and Modulus of Elasticity Test

According to ACI 318-19, the modulus of elasticity was calculated by the
following formulas:

Ec = 0.043×Wc1.5 ×√fc′(in MPa) . . . . . . . . . Lightweight Concrete

Ec = 4700×√fc′(inMPa) . . . . . . . . . . . . . . . Normal Concrete

Figure 8 depicts that the cylinder compressive strength and modulus of elasticity of
LWHFRC are closely related. The relationship was discovered to be as follows:

Ec = 3.3525 fc0.5

R2 = 1

We concluded from Figure 8 that our current study’s LWHFRC regression value is
close to 1, and the present study graph is close to LWC ACI 318-05. The LWC graph is
higher than the normal concrete graph of Ec and fc’.

3.7. Relationship between Flexural Strength (fcb) and Split Tensile Strength (fspt) Test

Figure 9 shows that the cylinder split tensile strength and beam flexural strength of
LWHFRC are related. The relationship was discovered to be as follows:

fcb = 0.9782 fspt1.0175

R2 = 0.8426

We also concluded from Figure 9 that our current study’s LWHFRC regression value
is close to 0.8426, and the present study graph was similar to a normal concrete ACI 318-14
graph. However, the other normal concrete relationship graphs were higher than the
current study graph [33–35].

3.8. Relationship between Split Tensile Strength (fspt) Test and Compressive Strength (fc’) Test

Figure 10 shows that the cylinder split tensile strength and compressive strength of
LWHFRC are closely related. The relationship was found to be as follows:

fspt = 0.4309 fc’0.8103 (1)

R2 = 0.8875 (2)
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From Figure 10, we also concluded that our present study’s LWHFRC regression value
is nearly 0.8875, and the present study graph was too much higher than other graphs for
normal concrete [33–35].
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3.9. Relationship between Flexural Strength (fcb) Test and Compressive Strength (fc’) Test

Figure 11 shows that the beam flexural strength and compressive strength of the
cylinder of LWHFRC are closely related. The relationship was found to be as follows:

fcb = 0.2984 fc’0.9062

R2 = 0.868
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From Figure 11, we also concluded that our present study’s LWHFRC regression value
is nearly 0.868, and the present study graph was too much higher than other graphs for
normal concrete [33–35].

3.10. Cost Analysis Report

From Tables 7–9, we concluded that if the concrete cost was increased by 16.46%,
strength increased by around 55.98%; however, unit weight decreased by about 26.67%.

Table 7. C-1-100%—normal concrete in NTD.

Material Unit Volume
(m3)

Quantity
(kg/m3) Price/Ton Total Cost

(NTD)

Cement 0.19 600.00 5500.00 3300.00
Sand (FA) 0.25 651.96 450.00 293.38
NCA 0.38 1053.17 450.00 473.92
SFA 0.00 0.00 0.00 0.00
POS 0.00 0.00 0.00 0.00
Silica Fume 0.00 0.00 0.00 0.00
GGBS 0.00 0.00 0.00 0.00
Fly Ash 0.00 0.00 0.00 0.00
SP 0.01 6.00 0.00 0.00
Water 0.18 176.64 100.00 17.66

Total Quantity 2487.76 4084.97

Table 8. E-3 lightweight high strength concrete (80% SFA + 20% POS) in NTD.

Material Unit Volume
(m3)

Quantity
(kg/m3) Price/Ton Total Cost

(NTD)

Cement 0.10 330.00 5500.00 1815.00
Sand (FA) 0.23 613.47 450.00 276.06
NCA 0.00 0.00 450.00 0.00
SFA 0.28 345.43 350.00 120.90
POS 0.07 82.82 5600.00 463.79
Silica Fume 0.02 60.00 30000.00 1800.00
GGBS 0.09 210.00 1200.00 252.00
Fly Ash 0.00 0.00 800.00 0.00
SP 0.01 6.00 2000.00 12.00
Water 0.18 176.64 100.00 17.66

Total Quantity 1824.36 4757.42

NCA—normal coarse aggregate, NTD—New Taiwan Dollar

Table 9. Cost comparison results in NTD (New Taiwan dollar).

Mix
Unit

Weight
(kg/m3)

Cost
(NTD) Fc’ (MPa) Increment

Cost
Increment
Strength

Decrease
Unit

Weight

C1 (NC) 2487.76 4084.97 35.55
16.46% 55.98% 26.67%E3 (LWC) 1824.36 4757.42 55.45

3.11. Scanning Electron Microscopy (SEM), EDS Analysis, EDS Mapping, XRD

(a) XRD Report

The SFA peak was higher than fly ash and silica fume peaks [36,37]. Figure 12 shows
the XRD report.
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(b) EDS Analysis

According to the EDS analysis report from Table 10, carbon was 55.39%, oxygen was
33.64%, and silicon was 4.82% [36,37]. Figure 13 shows the EDS analysis report.
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Table 10. EDS Analysis Report.

Elements Weight %

C 55.39
O 33.64

Na 0.18
Mg 0.43
AL 2.27
Si 4.82
Ca 2.6
Ti 0.26
Fe 0.33
Cu 0.08

Total 100

(c) SEM Report

The SEM image in Figure 14a below showed that the carbon image is much brighter
than the other image since the carbon content is greater than that of other chemicals.
Similarly, in Figure 14b–f, the percentages of oxygen, silicon, aluminum calcium, and boron
are simultaneously lesser; therefore, the image of oxygen, silicon, aluminum, calcium, and
boron are less bright than that of carbon [36,37].
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Figure 14. SEM image.

(d) SEM Report—EDS mapping

Morphological characteristics were found by using the JEOL-IT-100 instrument. It
gives the direct result of the significant depth of field [36,37]. Figures 15 and 16 show the
SEM image and EDS mapping on a 10 µm scale and 100 µm scale, respectively.
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3.12. ANOVA and Regression Analysis for Bulk Density, Water Absorption, Slump, and
Compressive Strength of Lightweight Concrete and Lightweight Hybrid Fiber-Reinforced Concrete

The ANOVA and regression analysis confirmed whether our findings were significant
or not. The summary of ANOVA and regression analysis are shown in Table 11. The
ANOVA and regression results are shown in Tables 12 and 13, respectively. According to
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the ANOVA analysis, results are significant if F statistics are greater than F critical values.
ANOVA results are significant if the p-value is less than 0.05. The bulk density ANOVA
analysis [38–40] for lightweight concrete was insignificant, but there was significance within
SFA, POS, and LWC. Water absorption was significant between light concrete stages but
not between lightweight hybrid fiber-reinforced concrete sets. Slumps were not substantial
between lightweight concrete stages but were significant within the lightweight hybrid
fiber-reinforced concrete stages. The difference in compressive strength for lightweight
concrete was insignificant. Furthermore, there was no significance within light hybrid
fiber-reinforced concrete stages.
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Table 11. Summary of ANOVA analysis—LWHFRC.

Bulk
Density

Water
Absorption Slump Compressive

Strength

Row (Between
Group) Insignificant Significant Significant Insignificant

Column (Within
Group) Significant Insignificant Insignificant Insignificant

Summary Of Regression Analysis—LWHFRC

Bulk Density Water
Absorption Slump Compressive

Strength
Column (Within

Group) Significant Significant Significant Insignificant

Column (Within
Group) Significant Significant Significant Insignificant

Column (Within
Group) Significant Significant Significant Insignificant
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Table 12. ANOVA for bulk density—E series (POS, SFA, LWC).

Source of Variation SS DF MS F p-Value F Crit

Rows (Between Group) 73.06899 5 14.6138 0.002334 0.999999 3.32585
Columns (Within Group) 10,511,267 2 5,255,633 839.347 7.28 × 10−12 4.10281

Error 62,615.74 10 6261.574
Total 10,573,956 17

ANOVA for Water Absorption—LWHFRC

Source of Variation SS DF MS F p-value F crit

Rows (Between Group) 161.3783 5 32.27567 11.13594 0.000783 3.325835
Columns (Within Group) 8.843333 2 4.421667 1.525589 0.26409 4.102821

Error 28.98333 10 2.898333
Total 199.205 17

ANOVA for Slump

Source of Variation SS DF MS F p-value F crit

Rows 14,160.5 5 2832.1 77.45032 1.15 × 10−7 3.325835
Columns 52.33333 2 26.16667 0.715588 0.512325 4.102821

Error 365.6667 10 36.56667
Total 14,578.5 17

ANOVA for fc’—Lightweight Hybrid Fiber-Reinforced Concrete

Source of Variation SS DF MS F p-value F crit

Rows (Between Group) 826.0872 5 165.2174 6.623388 0.005707 3.325835
Columns (Within Group) 10.83689 2 5.418447 0.21722 0.808452 4.102821

Error 249.4455 10 24.94455
Total 1086.37 17

Table 13. Regression for bulk density.

Factors R Square Adjusted R
Square DF F Significance F

POS 1 1 1 5.94355 × 1032 1.69848 × 10−65

SFA 1 1 1 3.11206 × 1031 6.19518 × 10−63

LWC 1 1 1 1.9908 × 1027 1.51389 × 10−54

Regression for Water Absorption

HA 0.953685964 0.942107455 1 82.36690647 0.000817123
HB 0.836947333 0.796184166 1 20.53195076 0.010567519
HC 0.635757264 0.544696581 1 6.981687786 0.057442761

Regression for Slump

HA 0.875740011 0.844675014 1 28.19057099 0.006048326
HB 0.969230769 0.969230769 1 126 0.000358735
HC 0.963329455 0.954161818 1 105.0793708 0.000510568

Regression for Compressive Strength

HA 0.008658483 −0.239176896 1 0.034936428 0.860826386
HB 0.022056558 −0.222429303 1 0.090216087 0.778866104
HC 0.076118739 −0.154851577 1 0.3295607 0.596656068

Regression analysis revealed significant regression for bulk density, water absorption,
and slump. Nonetheless, within the lightweight hybrid fiber-reinforced concrete group,
only the deterioration for compressive strength was not significant (HA, HB, and HC). We
concluded that regression analysis was substantial for bulk density, water absorption, and
the slump in lightweight hybrid fiber-reinforced concrete. Both ANOVA and regression
analysis revealed that the compressive strength of the lightweight hybrid fiber-reinforced
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concrete was not significant (LWHFRC). As a result, the experimental results matched the
ANOVA and regression results.

4. Conclusions and Future Perspectives

The unit weight of concrete was around 1825 kg/m3 for all three stages of hybrid
fiber-reinforced lightweight concrete, which met the ACI 318-19 light concrete criteria. The
water binder ratio remained constant throughout all three stages at 0.30 to 0.35. (HA, HB,
and HC). The average slump flow diameter is around 51 cm. The average slump height is
24.2 cm for lightweight concrete without fiber (E3). The slump value decreases gradually
while the fiber percentage increases.

1. The compressive strengths (E1–E6) of LWC at 28 days were increased by 80.44%,
61.53%, 55.99%, 11.83%, 18.78%, and 4.93%, respectively, when compared to control
concrete (C1).

2. Similarly, at 28 days, the compressive strengths (HA1–HA6) of LWHFRC were in-
creased by 55.99%, 57.96%, 64.44%, 57.48%, 69.97%, and 47.50%, respectively (1%
hybrid fiber). At 28 days, the compressive strengths (HB1-HB6) of LWHFRC (1.5%
hybrid fiber) increased by 55.99%, 56.24%, 67.59%, 78.58%, 86.34%, and 23.42%, respec-
tively. At the age of 28 days, the compressive strengths (HC1–HC6) of LWHFRC were
increased by 55.99%, 56.24%, 58.81%, 75.63%, 95.29%, and 5.85% (-ve), respectively
(2% hybrid fiber).

3. The strength of lightweight concrete without fiber increased by 55.98%, while the
cost of lightweight concrete increased by approximately 16.46%, and unit weight
decreased by about 26.67% compared to normal concrete without mineral admixture.

4. The significant effect of replacing 50% of the GGBS with cement played an essential
role in increasing compressive strength.

5. SFA outperforms POS and NCA in compressive strength. However, the workability
of SFA is lower than that of the other two aggregates. The researchers also discovered
that the 90% SFA and 10% POS mixture and the 80% SFA and 20% POS mixture had
higher strength and unit weight, meeting lightweight structural criteria.

6. The series of 2% steel fiber and 0.5% PVA fiber had higher compressive strength than
the other percentages. The compressive strength of the 2% hybrid fiber (1.5% steel +
0.5% PVA) was higher.

7. In the flexural strength test of the beam, PVA fiber deflected more than steel fiber. As
a result, the modulus of rupture of a steel fiber beam was higher.

8. The relationship between the beam flexural strength, and the cylinder split tensile
strength of LWHFRC was fcb = 0.9782 fspt1.0175, R2 = 0.8426.

9. A relationship was formed between the cylinder split tensile strength and compressive
strength of LWHFRC: fspt = 0.4309 fc’0.8103, R2 = 0.8875.

10. The LWHFRC beam flexural and compressive strengths formed a relationship
fcb = 0.2984 fc’0.9062, R2 = 0.868.

11. The cylinder modulus of elasticity and LWHFRC compressive strength formed a
relationship E = 3.3525 fc’0.5, R2 = 1.

12. The ACI-318-19-Ec lightweight concrete equation matched the current lightweight
hybrid fiber-reinforced concrete study.

13. Mineral admixtures improve the structure of the aggregate’s contact zone, resulting
in a better bond between aggregates and cement paste, as demonstrated by the SEM
micrograph and XRD report.

14. ANOVA and regression analysis produced the most significant results with 5 to
10% error.
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Nanotechnology is an emerging technology for the treatment of waste water. Nanoparticles have its own advantages as the higher
surface area to volume ratio compared to the bulk material. In this study, zinc oxide-based nanoparticles were synthesized.
Synthesized nanoparticles are characterized by UV-visible spectroscopy, Fourier transform infrared spectroscopy, scanning
electron microscopy, and energy dispersive X-ray spectroscopy (EDX). The antibacterial study was carried out using the
synthesized nanoparticle. The photocatalytic degradation for methyl blue, methyl red, and Orange G is also done in this study
using the synthesized nanoparticles. The shape and size of the nanoparticles obtained are rounding spherical with 80 to
110 nm. The optimum result obtained from the dye degradation study is 94% for methyl blue.

1. Introduction

Nanometric zinc oxide can have many different forms. It can
be found in structures that are one dimensional (1D), two
dimensional (2D), and three dimensional (3D). Needles,
helixes, nanorods, ribbons, belts, wires, and combs are
among the most common one-dimensional structures.
Nanopellets, nanosheet/nanoplate, and other two-
dimensional structures of zinc oxide can be found [1]. Nano-
technology is the manufacture and application of materials
on the tiniest scale possible [2].

Nanoscale particles have lately emerged as possible anti-
bacterial agents due to its higher surface area to volume

ratio, which is attracting researchers, due to the development
of microbial resistance to metal ions, antibiotics, and the
generation of resistant strains.

The recent expansion in the field of porous and nano-
metric materials generated through nontraditional tech-
niques has sparked interest in finding new uses for ZnO
nanoparticles [3]. Zinc oxide is also a fascinating semicon-
ductor material because of its use in solar cells, gas sensors,
ceramics, catalysts, cosmetics, and varistors [4].

Zinc oxide nanoparticles are widely known for their anti-
bacterial properties. Using the disc diffusion approach,
Wahab et al. employed this feature to suppress Bacillus sub-
tilis and Escherichia coli growth. The potential antibacterial
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activity of zinc oxide nanoparticles was then assessed [5, 6].
The old known techniques such as metal organic chem-

ical vapor deposition (MOCVD), spray pyrolysis, laser abla-
tion, sputter deposition, ion beam-assisted deposition,
template-assisted growth, and chemical vapor deposition
have also been used for the zinc oxide nanostructure
synthesis.

Further, literature reports [7] have demonstrated the
synthesis of zinc oxide nanoparticles with sizes ranging
from 50 to 200 nm using the solution–combustion method
with zinc acetate dihydrate and ethylene glycol, as well as
the synthesis of zinc oxide nanoparticles using the sol-
vothermal method at 180°C for 24 hours with zinc acetate
dehydrate and urea. When compared to inorganic antibac-
terial agents, antibacterial researches on organic materials
are frequently unstable, especially at high temperatures
and/or pressures [8].

It has been claimed that eco-friendly plant extracts can
be used to synthesis nanoparticles. Because ZnO is nontoxic,
it can be employed as a photocatalytic degradation material
for contaminants in the environment [9].

Zinc oxide has additional properties that make it an effi-
cient antibacterial agent. That Zn2+, in addition to being a
nontoxic metal, is a necessary nutrient found in practically
every cell, is required for a variety of physiological processes,
and must be eaten in the diet to maintain good health [10].
This study focuses on the chemical synthesis of ZnO nano-
particles, as well as their characterization and antibacterial
activity against the human bacterial pathogen Staphylococcus
aureus [11].

Germination tests on maize and rice were used to assess
the phytotoxicity of seven metal oxide NPs: titanium oxide
(nTiO2), silicon di oxide (nSiO2), cerium dioxide (nCeO2),
magnetite (nFe3O4), aluminium oxide (nAl2O3), zinc oxide
(ZnO), and copper oxide (nCuO). As toxicity markers, root
length and shoot length were chosen since they are suscepti-
ble to an unfavourable environment [12]. This study con-
tributed to the application of metal oxide NPs in
agriculture and the assessment of environmental safety.

2. Materials and Methods

2.1. Chemicals, Glasswares, and Cultures Required. The che-
micals, glasswares, and cultures required are the following:
zinc nitrate, zinc sulphate, sodium hydroxide, potassium
hydroxide, Petri plate, Staphylococcus aureus, Escherichia
coli, methyl blue, methyl red, Orange G (all the chemicals
used were AR grade).

2.2. Preparation of Zinc Oxide Nanoparticles

2.2.1. Zinc Nitrate (HiMedia, Mumbai). Zinc oxide nanopar-
ticle was prepared from 0.1M of zinc nitrate (1.487 g
weighed and 50ml distilled water dissolved) separated into
two portions each of 25ml. Then, 0.2M of 0.04 g weighed
and 5ml water and sodium hydroxide (NaOH) and
0.2244 g weighed and 5ml of potassium hydroxide (KOH)
were prepared.

First, a portion of 25ml of zinc nitrate and 5ml of pre-
pared sodium hydroxide (NaOH) (NaOH was added to
enhance the formation of the alkoxide phase during the zinc
oxide nanoparticle synthesis) are added drop by drop and
stirred constantly with magnetic stirrer (100 rpm) for 2-
3 hrs and incubated at room (37°C) temperature without
light contact for overnight. After the incubation period, zinc
oxide nanoparticles are formed [13, 14].

A second portion of 25ml of zinc nitrate and 5ml of pre-
pared potassium hydroxide (KOH) are added drop by drop
and constant stirred with magnetic stirrer for 2-3 hrs and
incubated at room temperature without light contact for 24
hours. After the incubation, white color zinc oxide nanopar-
ticles are formed.

2.2.2. Zinc Sulphate. Zinc oxide nanoparticle was prepared
from 0.1M of zinc sulphate (1.4377 g weighed and 50ml dis-
tilled water dissolved) separated into two portions each of
25ml. Then, 0.2M of 0.04 g weighed and 5ml water and

Figure 1: Before nanoparticle synthesis.

Figure 2: After nanoparticle synthesis.
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sodium hydroxide (NaOH) and 0.2244 g weighed and 5ml
of potassium hydroxide (KOH) were prepared [15].

To compare the best catalytic agent, first, a portion of
25ml of zinc sulphate and 5ml of sodium hydroxide
(NaOH) are added drop by drop and constant stirred with
magnetic stirrer for 2-3 hrs and incubated at room tempera-
ture without light contact for overnight. After the incuba-
tion, the white color formed the presence of zinc oxide
nanoparticle.

A second portion of 25ml of zinc sulphate and 5ml of
potassium hydroxide (KOH) are added drop by drop and
constant stirred with magnetic stirrer for 2-3 hrs and incu-
bated at room temperature without light contact for over-

night. After the incubation, the white color formed the
presence of zinc oxide nanoparticle [16].

2.3. Characterization of Nanoparticle. UV-visible spectros-
copy, FTIR, and SEM were used to analyse the produced
ZnO nanoparticles (among the two). To acquire the struc-
tural figure of the created nanoparticles and to determine
their size, the liquid solution is utilized for UV-visible spec-
troscopy, and the powder form of zinc oxide nanoparticles
was used for FTIR, SEM, and EDX images.

2.3.1. UV–Visible Spectroscopy. The absorption plasmon
peak of ZnO nanoparticles was observed at 300 to 400nm
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using Labotronic LT 291 UV–VIS and microprocessor spec-
trophotometer with 5 nm interval.

2.3.2. FTIR (Fourier Transform Infrared Spectroscopy). Pel-
lets of samples were made into 1mm pellets using a hydrau-
lic press and scanned more than a wave number range of
4000 cm−1 to 400 cm−1 using Shimadzu FTIR spectrometer.

2.3.3. SEM (Scanning Electron Microscopy). Characteristic X-
rays are produced when one electron is removed from the
sample’s inner shell, prompting a higher-energy electron to
occupy the shell and release energy in the form of X-rays.
These distinctive X-rays are then utilized to determine the
material’s composition as well as to determine the presence
of components and contaminants in the sample. Magnifica-
tion in a scanning electron microscopy technique can be
adjusted across 6 orders of magnitude range, from around
10 to 500,000 times.

2.3.4. EDX (Energy-Dispersive X-Ray). Energy-dispersive X-
ray spectroscopy (EDS or EDX) also known as energy dis-
persive X-ray analysis is a chemical characterization and ele-
mental analysis technique.

2.3.5. Antimicrobial Activity. The antimicrobial activity of
produced zinc oxide nanoparticles was tested using the Agar
well diffusion assay method in Mueller Hinton agar, which
was produced by diluting 28 gm in 1000ml distilled water
and sterilized under autoclave. After sterilization, media
was poured to Petri dish and allowed for solidification. Pure
culture of Staphylococcus aureus and Escherichia coli (Sneha
Clinical Laboratory, Coimbatore) bacteria was swabbed in
two different Petri dishes. Make four wells using a well

maker. Then, the wells are filled with ZnO NP (1), ZnO
NP (2), ZnO NP (3), and ZnO NP (4), and antibiotic disc
was used as a positive control, and the Mueller Hinton agar
plates are kept for incubation at 37°C for 24 h [17].

2.3.6. Photocatalytic Study. Photocatalysis is well-established
for the efficient and long-term elimination of organic and
inorganic contaminants from water, and this technology is
especially valuable for industrial water treatment. The per-
centage of dye decolorization was calculated by the following
formula [18]:

%of dye decolourisation = C − T
C

× 100, ð1Þ

where C is the control and T is the absorbance value.

2.4. Methyl Blue. Methyl blue was prepared by adding 40ml
methyl blue and 20ml of distilled water that are mixed well.
Separate each 30ml dyes in two beakers. First beaker is taken
as a control, and in the second beaker, zinc oxide nanoparti-
cles were added and then place the beakers in the sunlight
(or) UV light. Color change is notified in every 1 hour,
and OD value is notified.

2.5. Methyl Red. Methyl red was prepared on 40ml methyl
red and 20ml of distilled water that are mixed well. Then,
separate each 30ml dyes in two beakers. The first beaker
was control, and the second beaker was zinc oxide nano-
particles and then placed it under sunlight (or) UV light.
After one hour, color changes were observed, and OD
values were observed.

1 𝜇m EHT = 3.00 kV Signal A = SE2
Mag = 10.88 K X

Date :21 Feb 2019
Time : 16:20:20WD = 6.4 mm

Figure 5: SEM-zinc nanoparticles.
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2.6. Orange G. 0.025mg of Orange G and 120ml distilled
water were taken and mixed well, and it was divided into
three portions. First portion as 60ml of Orange G was taken

as control. Second portion as 20ml of Orange G was taken
and added with 5mg of zinc oxide nanoparticles. Third por-
tion as 40ml of Orange G was taken and added with 5mg of
zinc oxide nanoparticles and then put under sunlight (or)
UV light. After one hour, color changes were observed,
and OD values were taken.

2.7. Seed Germination. For germination, the green gram
seeds were rinsed with sterile water several times for surface
sterilization. Four cups were taken the seed germination, and
plant growth was processed in the respective cups. In all the
four cups, soil was added in half of the size which was essen-
tial for seed germination. The soil was added with tap water,
control Orange G, treated Orange G, and the nanoparticle,
respectively, in each cup. Then, the 10 seeds were soaked
in all the cups. Incubate the cups under the sunlight for ger-
mination. The seed germination and the plant growth were
observed within 2-3 days of incubation. After that, the plant
grown in each cup was picked up from the soil, and then, the
leaf counting and the length of the stem and root were mea-
sured [19].
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Figure 7: Staphylococcus aureus.
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2.8. Extraction of Chlorophyll Content. After the plant
growth, 1 gm of leaf was taken from each plant; then, the
leaves were grinded along with acetone in mortar and pestle.
The leaf extract of each plant was prepared of about 2-3ml.
Then, the OD value of each leaf extract was taken under UV-

Vis spectrophotometer at both 663 and the 646nm at an
interval of 24 hrs and 48 hrs after the plant growth. Based
on the OD value, the chlorophyll content of each plant was
measured and calculated by using the following formula/
equation [20]:

Chlorophyll = 12:25A663:2 – 279A646:8: ð2Þ

3. Result and Discussion

Zinc nanoparticle was prepared from 0.1M of 1.487 g zinc
nitrate and dissolved in 50ml distilled water. Then, 0.2M
of 0.04 g sodium hydroxide (NaOH) was prepared.

3.1. Visual Observation. As shown in Figures 1 and 2, zinc
nitrate and 5ml of sodium hydroxide (NaOH) are added
drop by drop and stirred constantly with magnetic stirrer
for 2-3 hrs and incubated at room temperature without light
contact for overnight. After the incubation, the presence of
zinc oxide nanoparticles is observed by the formation of
white color.

3.2. UV-Visible. From Figure 3, UV-visible spectra, ZnO
nanoparticles were obtained between 300 and 550nm. The
ZnO nanoparticles in the solution are confirmed by the sur-
face plasma resonance band at 355.2 nm, as shown. The
amount of absorption within the wave length of 200–
500 nm was observed by UV-Vis spectroscopy for analytical
investigation of the prepared sample of ZnO nanoparticles
(Figure 3). Surface plasmon resonance in ZnO nanoparticles
produces an absorption band at about 355.2 nm [21].

3.3. FTIR (Fourier Transform Infrared Spectroscopy). To
determine the quality and composition of the metal nano-
particles, infrared examinations were conducted. Inter-
atomic vibrations cause absorption bands in metal oxides
in the fingerprint area, which is below 1000 cm-1. Peaks at
3286.70 cm-1 and 1041.56 cm-1 represent O-H stretching
and deformation due to water adsorption on the metal sur-
face (Figure 4). The peaks at 1634.00 cm-1 correspond to
stretching and deformation vibrations in ZnO, respectively
[22, 23].

3.4. SEM (Scanning Electron Microscopy). A scanning elec-
tron microscope (SEM) is a microscopy technique that cre-
ates a high beam of electrons to view a material. Zinc
oxide nanoparticle was synthesized from the chemical
reduction method on powdered sample placed under the
sunlight and dried, and the morphology was observed under
the scanning electron microscopy [24].

SEM (ZEISS) shows that lateral dimension of particles
(including the reducing agent, which may be agglomerated

Table 1: Staphylococcus aureus zone measurement.

S. no Components Zone of inhibition

1 Cefotaxime plate (CTX 30) 8mm

2 ZnO NP (1): Zn(NO3)2 NaOH 6mm

3 ZnO NP (2): Zn(NO3)2 KOH Nill

4 ZnO NP (3): ZnSO4 NaOH Nill

5 ZnO NP (4): ZnSO4 KOH 3mm

Figure 8: Escherichia coli.

Table 2: Escherichia coli zone measurement.

S. no Components Zone of inhibition

1 Cefotaxime plate (CTX 30) 7mm

2 ZnO NP(1): Zn(NO3)2 NaOH 6mm

3 ZnO NP(2): Zn(NO3)2 KOH 3mm

4 ZnO NP(3): ZnSO4 NaOH 4mm

5 ZnO NP(3): ZnSO4 KOH 5mm

Table 3: Photocatalytic study of methyl blue.

S. no Methyl blue 24 hours 48 hours

1 Control 100% 100%

2 1 hour 27% 94%

3 2 hour 31% 92%

Table 4: Photocatalytic study of methyl red.

S. no Methyl red 24 hours 48 hours

1 Control 100% 100%

2 Absorbance 33% 66%

Table 5: Photocatalytic study of Orange G.

S. no Orange G 24 hours 48 hours

1 Control 100% 100%

2 20ml 69% 90%

3 40ml 99% 82%
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of the nanoparticles) is of the order of 310nm synthesized
zinc oxide nanoparticles that are spherical, crystal, and
cuboids in nature; external morphology of synthesized
nanoparticles in the range of 3m can be seen (Figure 5).

3.5. EDX (Energy-Dispersive X-Ray Analysis). The EDX pro-
file shows the chemical analysis of synthesized ZnO nano-
pattern. EDX pattern shows major emission energy at 1 kg
which is the binding energy for zinc with the weight of
51.43% and the atomic range of 20.72%, whereas the 0.5
Kiev which is the binding energy for oxygen with the weight
of 47.74% and atomic range of 78.58% which confirms that
ZnO has been correctly identified (Figure 6).

3.6. Antimicrobial Activity

3.6.1. Staphylococcus aureus. The organism used is Staphylo-
coccus aureus bacteria (Figure 7), and the antibiotic used is
cefotaxime disc (CTX 30), ZnO NP (1), ZnO NP (2), ZnO
NP (3), and ZnO NP (4) zone formed in the Mueller Hinton
agar (38.0 g in 1000ml distilled water, HiMedia) Petri plates
and measured, as shown in Table 1.

3.6.2. Escherichia coli. Antibacterial activity is defined as
anything that kills bacteria or inhibits their growth or repro-
duction. The four compounds produced from Mueller Hin-
ton agar (38.0 g in 1000ml distilled water, HiMedia) were
utilized as the medium in antibacterial investigations of
ZnO using the well diffusion method. The organism used
is Escherichia coli bacteria (Figure 8), and the antibiotic is

Figure 9: Before nanopartial, seed was added.

Figure 10: After nanopartial, plant grows.
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cefotaxime plate (CTX 30), ZnO NP (1), ZnO NP (2), ZnO
NP (3), and ZnO NP (4) zone formed (Table 2) in the Petri
plates and measured [25].

3.7. Photocatalytic Study

3.7.1. Methyl Blue. In this study, chemically synthesized zinc
oxide nanoparticle was added to the methyl blue dye, and
the control was maintained. The control and the nanoparti-
cle added dye were placed under the sunlight for the activity
of zinc oxide nanoparticle against the dyes and maintained
as such for 48 hrs. After 24 hrs, the absorbance was measured
under the UV-Vis spectroscopy at a time interval of 1 hour.
After 48hrs, the absorbance value was taken at an interval of
about 2 hrs for the discoloration of dye by the zinc oxide
nanoparticles synthesized, and the result was observed by
the taken absorbance value (Table 3).

3.7.2. Methyl Red. In this study, chemically synthesized zinc
oxide nanoparticle was added to the methyl red dye, and the
control was maintained. The control and the nanoparticle
added dyes were placed under the sunlight for the activity
of zinc oxide nanoparticle against the dye and maintained
as such for 48 hrs. After 24 hrs, the absorbance was measured
under the UV-Vis spectroscopy at a time interval of 1 hour.
After 48hrs, the absorbance value was taken at an interval of
about 2 hrs for the discoloration of dye by the zinc oxide
nanoparticle, and the result was observed by the taken
absorbance value (Table 4).

3.8. Orange G. In this study, chemically synthesized zinc
oxide nanoparticle was added to the Orange G dye, and
the control was maintained. The control and the nanoparti-
cle added dye were placed under the sunlight for the activity
of zinc oxide nanoparticle against the dye and maintained as
such for 48hrs. After 24hrs, the absorbance was measured
under the UV-Vis spectroscopy at a time interval of 1 hour.
After 48hrs, the absorbance value was taken at an interval of
about 2 hrs for the discoloration of dye by the zinc oxide
nanoparticle, and the result was observed by the taken
absorbance value (Table 5).

3.9. Seed Germination

3.9.1. Before Seeding. The toxicity study was conducted using
seed germination assay and found that the treated water
seeds grown well on par with the control seed and corelated
that the treated water does not contain any toxic elements.
In these cups, 10 seeds are soaked for seed germination pro-
cess with respective samples and allowed for growth under
sunlight of about 2 weeks (Figures 9 and 10).

3.9.2. After 1 Week. After 1 week of incubation, seed germi-
nation was observed in all the cups. In each cup, the number
of plant seed germination occurred was observed as follows:

(i) Control (tap water): 8-plant seed germination
present

(ii) Treated Orange G: 6-plant seed germination present

(iii) Control Orange G: 6-plant seed germination
present

(iv) Control nanoparticle: 7-plant seed germination
present

3.10. Examination of Chlorophyll Content. Based on the OD
value, the chlorophyll content of each plant was measured
and calculated by using the formula/equation:

Chlorophyll = 12:25A663:2 – 279A646:8: ð3Þ

The control nanoparticle contained plant has a good
seed germination and good root, shoot, and growth com-
pared to the treated Orange G and the control Orange G.
It has high chlorophyll content compared with control tap
water plant. It showed that the nanoparticle can be easily
eliminated soil toxic compounds and helped for plant seed
germination and growth development process [26].
Recently, [27] studied the photocatalytic studies of methy-
lene blue using zinc oxide nanoparticles and found the deg-
radation of 85%.

4. Conclusion

In the present study, zinc oxide nanoparticle was synthesized
using chemical reduction method. The nanoparticle was
characterized using UV-visible spectroscopy, and the plasma
peak was found to be 355.2 nm, confirmed the zinc oxide
nanoparticle synthesis. The FTIR was also carried out to
characterize the zinc oxide nanoparticle. The morphology
of the nanoparticle was studied using SEM. The round
spherical with 80 to 110 nm size of the nanoparticle was
obtained. Further, the EDX was carried out, and the zinc
51.43% confirmed zinc oxide nanoparticles.

The antibacterial study was carried out against E.coli and
Staphylococcus aureus, and the zone of inhibition was mea-
sured. The zone of inhibition was maximum in E. coli. The
photocatalytic study was carried out against methyl blue,
methyl red, and Orange G under sunlight. The maximum
percentage of dye decolorization after two days in methyl
blue is 94%, in methyl red is 66%, and in Orange G is 90%.

The seed germination assay was also studied using zinc
oxide nanoparticles of treated water, tap water, control dye,
and treated dye. Among the control dye, the treated one
showed the maximum chlorophyll content.
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Congestion on land, hike in fuel costs, and critical need to cut down environmental emissions have generated the urge to shift
from conventional rail transit systems to metro rail and high-speed rail for a mass mode of transportation.  e conventional
railway network especially in India stages an e�ective space in the means of mass transit systems. Subsequently, periodic in-
spection of the state of railway tracks is vital for ensuring rail safety, as tracks are critical components of train transportation
networks. Tracks are designed to withstand zero critical incidents, and with the advent of new high-speed train services, there is a
greater need to focus on track performance. Track maintenance methods are customized to suit local conditions for enhancing
safety and reducing disruptions while guaranteeing the resilience and sustainability of any rail system. In recent years, various
aspects of the TMSs (track maintenance systems) have been introduced within the railway industry for both ballasted and
ballastless track systems.  is study reviewed various approaches to track maintenance measures using traditional methods,
statistical methods, and geometry-based methods based on track deterioration. Among all the reviewed methods, track
maintenance based on the geometry is said to cater to the needs of the maintainers.  e outcomes of this study are expected to
support and assist in track maintenance decisions in the railway industry.

1. Introduction

Railways have always played an important role in the
transportation of commodities and passengers. Massive
consignments get transported through railways mainly due
to their cost e�ciency and reduced environmental emis-
sions. Currently, most of the goods and commuters are

shifted by this mode of transport increasing their loads and
indirectly the tracks on which they run. Railway tracks on
which trains run encompass switches, ballasts, sleepers, and
rails, where ballasts are used globally in railway tracks [1].
 ough slabs are also substituted in a few parts, ballasted
tracks are conventionally used due to their reduced costs and
ability to handle dynamic loads. Over years these ballasted
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track systems have been replaced by ballastless tracks. In a
ballasted railway track, the ballast consists of crushed
granular material. )is ballast layer has sleepers embedded
inside of it, which are used as a support mechanism for the
superstructure.)e ballast is placed on top of the sub-ballast.
)e ballast has many key functions such as supporting the
weight of the track, absorbing and distributing loads (static
and dynamic) of trains running on the tracks, and providing
good water or fluid drainage capabilities [2]. )e ballast also
increases track stability in the lateral and longitudinal di-
rections and, therefore, they must be maintained regularly.
)roughout history, loads and speeds have been steadily
increasing in rail transportation, and throughout this evo-
lution, railway tracks have experienced changes. One such
advancement is a full rebuild of track structures, which
renders them ballastless. Traditional ballasts are replaced by
firm supporting slabs consisting of concrete, steel, or asphalt,
which transfers the load and provides stability. As numerous
comparable components characterize them, there are several
varieties of ballastless track systems available based on
different manufacturers. As a stiffer alternative to ballasted
track systems, additional precautions must be taken to
maintain flexibility. A common feature embedded inmost of
the ballastless track systems is that they have highly elastic
rail fastening systems. For further elasticity, other elastic
components can be installed, such as pads, bearings, or
springs [3]. )e major advantages of using ballastless tracks
are described as follows: large reduction in maintenance cost
(20–30% of maintenance cost of ballasted ones), fewer traffic
interruptions, contributing to higher availability, less re-
strictive use of electromagnetic wheel brakes, reduced
structural height and weight, and preventing the release of
ballast dust in the environment.

Figure 1 represents an overview of the ballastless track
systems in practice within the Indian Metro Rail System.
)ere are two approaches to express track conditions,
namely track geometries and track structures. Track ge-
ometry flaws and irregularities are primarily used to rep-
resent track conditions and plan track repair. Track
geometries deteriorate with age and use and can have
detrimental impacts on track performances. When track
parametric values fall below the satisfactory level, it causes
derailment, with serious outcomes which may include in-
creased railway operating costs, economic losses, damage to
railway assets, the environment, and loss of human lives.
Correction of inadequate track geometries results in ex-
pensive track maintenance. )eir maintenance activities
should be scheduled to restore track parametric values to an
appropriate state. )e state of rail transportation and track
structures includes numerous components. )eir service life
and performances are primarily determined by maintenance
techniques used throughout their life cycles.

Efficient rail infrastructure maintenance necessitates the
correct allocation of resources to various operations, posing
a number of practical and operational problems [4].
Maintaining railways can be categorized as follows:

(1) PM (preventive maintenance) involves carrying out
activities (inspection, identification, and repair)

based on periodic schedules where each equipment’s
operating condition is checked and reconditioned.

(2) CM (corrective maintenance): all measures are taken
if there is an unexpected or abrupt maintenance
event in terms of repair of an item/equipment due to
perceived faults by the users.

(3) PRM (predictive maintenance) is required wherever
contemporary measurement and signal processing
technologies are required to correctly anticipate and
diagnose item/equipment condition during
operation.

PMs are time-based activities for assessing track dete-
riorations and have been studied [5–7]. )ough mainte-
nance activities need to be preplanned and executed within a
short time frame after on-site inspections, [85], it is difficult
to plan them. Moreover, these operations disrupt sequences
of regular PMs which keep railway track elements in tune
and fine conditions. PM actions can assist to return the
component to a better state, and they are frequently less
expensive than component replacement [7–9]. To take ad-
vantage of the cost-benefit of PMs, a PM intervention can be
performed a number of times repeatedly on a particular
component prior to its renewal [10, 11]. As a result, track
maintenance via a predictive process has traditionally been
addressed as a series of independent phases, with each track
component controlled separately. Various layers of man-
agement assess each stage for each key component of the rail
system. Several studies have systematically classified various
models and optimization models. )e shortcomings in the
field of track maintenance management have been high-
lighted, and future potential study fields have been rec-
ommended. )e specifics of various track maintenance
systems were investigated in terms of conventional ap-
proaches, statistical methods, geometry-based methods,
machine learning methods, and bioinspired optimization
methods in this review work.)e track maintenance model’s
best operational performance in terms of maintenance
policy, maintenance cost, and reliability metrics is being
evaluated and debated.

2. Overview of the Pioneering Analysis
Undertaken in Track Maintenance Systems

2.1. Traditional Methods for Track Maintenance. Railway
tracks are subjected to preventive as well as CMs. Among
these, the PM’s activities are scheduled prior to providing a
systematic way of monitoring the track performance. Var-
ious other numerical experiments were performed on track
scheduling models by implementing superior computational
methods, and these systems were applied to a railroad
network to improvise the maintenance schedule decisions
where rail temperatures were focused. A study’s design
included a heavy rail haul network of 60 kg/m using rail
stress sensors, strain gauges, and thermocouples. )e tem-
perature of the rails varies regularly according to the tem-
perature of the surrounding air. SFTmight fluctuate by 2–3
times over the day, according to field experiments. Based on
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these �ndings, an improvement in assessing track conditions
using rail creep measurements was reported. TSMs (track
stability management) are tools that identify requirements
for PRMs.  ese tools stress the importance of rail stability
and stress while de�ning rail modi�cation priorities.  eir
assessments consider MS (margin of safety) or di�erences
between TBs (track strengths) and TR–TN (rail stress) on
the track. TR is the highest rail temperature while TBs are
temperatures in which buckling might occur. TSMs use
three elements, namely safety, track conditions, and prior-
itization of stress to obtain parameter values and act ac-
cordingly. RSMs (rail stress monitors) and strain gauges
were installed on two (4 and 6 meters) 60 kg/m rails and
tested with vertical loads of 5000 kgs where a hydraulic
actuator was used.  e test results were calibrated using
�nite element analysis. Computational results on strain
gauges and thermocouples showed reduced SFTs at higher
rail temperatures and contrary to RSM values which had
increased SFTs at higher rail temperatures. Track

maintenance decision support systems have also made use of
computational approaches such as big data. Big data
methods have been presented to help with railway track
maintenance choices. A large quantity of data on railway
track condition monitoring is being gathered from various
sources in numerous countries.  ese data are not being
properly utilized due to a lack of appropriate methodologies
for extracting key events and critical historical information.
As a result, important information is concealed by massive
amounts of data from various sensors. For railway track
condition monitoring, general approaches that may support
e�ective track maintenance decisions are provided. In Dutch
tracks, As a benchmark, axle box acceleration (ABA)
measurements are utilized, and generic reduction formu-
lations are addressed to manage failures [12].

Moreover, the risk matrix application focused on
identifying track zones that were bottlenecks and limited the
operating strength and standard of tracks. A critical analysis
method was presented to generate a hierarchical
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improvement list in order to solve the issue of train mission
interruption and lower operational capacity. )e study’s
findings categorized the track line section into distinct risk
zone categories based on their capacity and punctuality loss
[13]. )e process illustrates the analysis of track geometry
simulation while optimizing the schedule with regard to
tracking possession time as the research intends to decrease
track possession cost. )e analysis and modelling method
for track maintenance planning and optimization will aid in
the decrease of track possession time. Rather than main-
tenance schedule models, the bulk of studies on the tracks
has focused on its deterioration process with regard to age
and climate behavior. M&R (maintenance and renewal) was
also targeted in a study that created a generic deterioration
model by simulating track behavior. )e model’s life cycle
costing and numerical optimization techniques minimized
costs by balancing maintenance or renewals and could also
produce qualitative inspections including disruptions to
traffic.)e scheme assisted in achieving the global objectives
of RMMSs (railway maintenance management systems)
[14]. )e proposed M&R approach connected inventories,
work history, and resource allocations to automatically
predict deteriorations. Two critical components of the
proposed PMs were namely localizing defects in infra-
structures and accounting for parameters that were un-
certain in their prediction of future deteriorations [15].
Impacts of an EI (electrically insulated) railway junctions
regarded as a vital asset for railroad track identification as
well as a major source of train interruptions were also ex-
amined.)e maintenance aspects were added to FMTs (fault

maintenance trees) to determine the complexity and cor-
rectness of the parameters involved. )e study’s findings
indicated that it was feasible to enhance joint reliability, for
example, by doing more inspections, but the increased
maintenance costs exceeded lower costs due to failures [16].
Consumed time due to maintenance can be constant or may
change. Hence, the minimum time required to maintain
segments was targeted where maintenance schedules were
modified based on three distinct variations.

)e scheme CARPF (capacitated arc routing problem
with fixed cost) has resolved these issues by considering the
parameters as a node routing issue [17]. Most track main-
tenance programs are designed to save money or time, but
very few are designed to decrease the downtime of the
equipment used to accomplish them. )is optimization
approach aided in the early discovery of problems thus
reducing equipment downtimes and increasing production
[18]. )e majority of conventional track maintenance ap-
proaches have focused on studying track behavior owing to
deterioration and wear prediction models. Reference [19]
presented a mathematical programming approach for
modifying train schedules on a single track based on
maintenance activities. )e unpredictability of maintenance
activities may cause delays in the original maintenance plan,
which may also conflict with predetermined train schedules.
By adding buffer time into the redesigned schedule, this
study tackles the unpredictability of maintenance tasks. In
the modified timetable, the operational restrictions via speed
limit due to maintenance activities were also addressed. )e
model produces a revised timetable that contains a

Table 1: Inferences of traditional track maintenance methods.

Author
Reference

Evaluation
Scheme Concentrated segment Parameters involved Tools employed Research gap

[20] Real time Track maintenance
schedule

Time window/travel cost/
penalty cost

Time-space network
model

Running time/renewal cost
of rail

[12] Case study Track maintenance Axle box acceleration
measurements Big data techniques Maintenance frequency

[13] Case study
Track maintenance
analysis and rail
infrastructure

Railway track operational
factors

Risk matrix
modelling Weak overhead cable

[14] Case study Track deterioration Track geometry
measurements RMMS Life cycle costing

[16] Case study Electrically insulated rail
joint

Inspection time variations/
periodic replacement

interval
Fault tree analysis Inaccurate prediction/

frequency of usage

[17] Case study Track maintenance
schedule

Time periods/set up cost/key
performance indicators

Capacitated arc
routing problem

Maintenance crew
scheduling

[18] Case study Track fault detection Temperature/current/
voltage

Remote condition
monitoring

Database management/
decision-making

[19] Real time Track maintenance
schedule Train timetable Mathematical

modelling Speed restrictions

[21] Real time Track buckling Rail temperature Finite element
analysis Weather parameters

[22] Case study Rail maintenance Squats/ballast defects MILP solver
Multiple track defects
(corrugation/ballast

degradation)
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maintenance plan and train operation schedules for railway
planners. Table 1 summarizes the conclusions drawn from
traditional track maintenance methods:

)e findings from conventional practices have revealed
the usage of Weiner process, undirected graphical method,
and fixed location-based monitoring method by the re-
searchers for track maintenance practices. Many other
methods like mixed integer linear programming (MILP)
model, reliability-centered maintenance signalling system,
and global sensitivity analysis based on distribution tech-
nique were utilized for forecasting and assessing track
performance and resilience [15, 23]. With the introduction
of metro rail transit systems, most of these methods are no
longer extensively used. )e majority of the studies men-
tioned above were well suited for the conventional railway
system; thus, there is a need to use sophisticated prediction
methods and forecasting models for track preventative
maintenance.

2.2. Statistical Methods for Track Maintenance. Most of the
statistics-based maintenance techniques are catered to create
models or optimizations. Track geometry was predicted by
[24] based on Petri nets. )eir study projected conditions of
the track with their estimated lifetime costs. )e study al-
tered inspection, maintenance, and ballast renewal param-
eters to achieve efficient predictions. Maintaining high-
speed rail corridors using shared/dedicated operation pat-
terns was examined, where descriptive parameter tables
analyzed a corridor’s response to changes in track main-
tenance strategies [25]. A modelling technique assessed
existing data on track geometry and ballast condition,
collected at regular intervals. Using the provided degrada-
tion distributions, a track section model was created that
integrated maintenance and renewal processes and allowed
the prediction of the ballast section’s state over time frames.
)e model employs a Petri net formulation with a Monte
Carlo solution routine to examine the efficacy of various
maintenance techniques [26]. Most of the trackmaintenance
schedules corresponded to train timetables. Several studies
have modified the railway schedule based on the repair
schedule. Physical inspections and visual examinations were
the base for assessing track geometry issues. )e scheme
pointed out discrepancies in inspection data of tracks using a
specialized instrument (track geometry vehicle). )e model
eliminated all positional errors from inspection data irre-
spective of noises in parameter measurement values. )e
model took 1.5004 s to correct 1 km track segment’s posi-
tional errors. Further, the model also adapted itself to a
variety of other applications: track geometries of trolleys,
highway inspection data from LiDAR (Light Detection and
Ranging) vehicles, and railroad catenary wire geometry
inspection [27]. Despite periodic maintenance and con-
siderable noise, the results line up exactly. Grindings are
used in this study to eliminate fractures based on their depth.
)e rate of expansion of cracks on the head rail remains
constant and the crack grows by 1% for every 1% increase in
ridership [Mega gross tons]. It is expected that a single
machine pass can repair a crack with a depth of hmm and a

cost of ascg.)e increase in track growth was represented by
a typical track section with the final limit as Ti. If the length
of the track segment I exceed the limit Ti, the track is
replaced at a cost cr>> cg. An increase in rate correlates with
a decrease in the duration of cost function intervals. )e last
PMs are to be replaced at a higher co at the limit Ti. Similar
research was proposed for solving issues in interactions
between high-speed night trains and maintenance schedules
by utilizing MILPCPLEX solver. )e study rearranged
maintenance schedules to accommodate high-speed night
trains running early morning or late evenings resulting in
enhanced maintenance plans and timetables [28]. )e
midnight train timetable typically overlaps with the daytime
train repair schedule. )e service line is closed during
maintenance of any railway section; therefore, to avoid
conflicts, the maintenance period for specific segments is
shortened to less than 4 hours or postponed accordingly.
Night trains utilize the spare time available between con-
secutive railway segment repairs (G). In order to avoid the
conflicts between the train schedule amidst the maintenance
schedule, certain trains were even cut off from service line.
)us, the work presented a modular approach for railway
maintenance schedule optimizations.

A predictive technique for railway track maintenance
scheduling was implemented taking into consideration risk
assessment strategies based on ISO 55000 standards as well
as real-time track conditions. A unique feature of this
method is the inclusion of the idea of risk management in
railway maintenance scheduling, suggesting that mainte-
nance activity priorities are based on asset criticalities, such
as track degradation conditions and repair prices, as well as
users’ unmet demand caused by asset failures [29]. To deal
with nonlinearity concerns, predicted track degradation
models are used. Tracks are classified into four conditions:
good where there is negligible degradation, waiting main-
tenance where the tracks are close to failure but the deg-
radation process has commenced, acceptable track
degradation where failure is expected to take place within ds
time, and unacceptable degradation level where the tracks
are expected to be renewed or replaced. As a result, a MILP
approach integrating cost, hazards, and appropriate weights
is developed to forecast correct maintenance priority within
a time horizon. )e asset management approach used on a
railway track segment was investigated using a Markov
model.)e number of model parameters employed forecasts
the condition of a track segment over time for a specific asset
management approach in order to illustrate the effects of
maintenance interventions on the track’s lifetime. )e
Markov model offers a simple yet effective mechanism for
evaluating the effects of an asset management strategy on a
railway track section [30]. Tracks are classified according to
their standard deviation (SD), namely z: good, zcrit: critical,
zspd: speed restriction, and zcls: line closure. Once a track
section reaches zcrit, the section requires maintenance. As
the track deteriorates more, the SD value obtained will strike
zspd, implying that speed limitations will be applied to that
portion. In case of further deterioration, the track segment
reaches zcls which indicates there is an immediate need for
closure of that segment. )eoretical prediction of track
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irregularities was proposed by [31]. )e study’s grey model
was compared with linear and exponential models. )e
study computed longitudinal standard deviations with the
use of regression while their grey model was based on in-
spection data. In their assessment of prediction accuracies,
the study found that modifying their model using the
Fourier series resulted in the best performances with min-
imal errors. )e work was an asset to the planning and
scheduling of PMs. In addition, track inspectors were used to
undertake an enhanced method of track geometry moni-
toring as data related to tracking geometry behavior was
manually captured. After the advent of modern rail track
inspection vehicles, this had altered as the vehicles run along
train tracks and collected data about the state of infra-
structures. Based on this information, a degradation model
for train tracks was built in order to anticipate track dete-
rioration and estimate future maintenance operations. To
forecast tram track degradation, an ANFIS (adaptive net-
work-based fuzzy inference system) was proposed where
ANFIS estimated gauges. )e system was found capable of
accurate predictions even in jumbled data [32].

PMs were scheduled by [33] using optimization on a
combination of PMs and renewals and arriving at the best
between them. Resource optimization solutions such as
grouping and balancing are used to reduce maintenance costs
while maintaining the same level of service. Mixed integer
linear programming is used to lower the costs of maintenance
and renewal projects, as well as the associated labor and
downtime charges, across the planning horizon. According to
experimental data, the integrated optimization strategy
minimizes the cost of preliminary work by effectively
arranging it. )e combined strategy resulted in a 14% re-
duction in maintenance and renewal expenses. Another re-
search on preventative maintenance schedule was
recommended to keep railway infrastructures in excellent
working order while also taking into consideration limited
resources available. )e challenge of scheduling preventative
railway maintenance operations was defined using MIP
(mixed integer programming) and VNSs (variable neigh-
borhood searches) to address large instances of the problem
[34]. Many studies have focused on preventative maintenance
scheduling techniques, while only a few of them focused on
CM scheduling. Following their discovery as part of an in-
spection procedure, amethodology was presented in the study
for optimizing CMs in rail networks. A study modelled in-
teger programming for minimizing passenger delays due to
low operational speeds on degraded rail segments while giving
importance to intensively operating segments, train loads,
staffing, budgets, and other constraints [35]. Figure 2 shows
the degradation of rails, which was monitored on a real-time
basis. )ese figures represent the lack of greasing along the
sliding chair of check rails, rusting of check rail locks, worn-
out base plates/rail plates that control the friction between the
eccentric bushes and the anchor bolts, and the lack of greasing
in the nosing areas. )ese defects indicate high chances of
track slips that might create pits on the tracks thereby causing
damage to the rolling stock.

)e idea of RAMS (reliability, availability, maintain-
ability, and safety) has been embraced by most metro rail

depots, and a similar approach was recommended to assist
choices on train track design and maintenance methods.
RAMSmanagement is often used in the railway industry, but
the proposed LCCA supported decisions on design alter-
natives and maintenance methods through an economic
analysis that considered costs and performances. As a result,
a decision support system was created based on life cycle
costing (LCC) analysis for balancing immediate and long-
term costs with performance and targeting RAMS. )e
suggested model incorporated not just agency (e.g., con-
struction, inspection, maintenance, and renewal) and user
expenses (e.g., delay-related) but also environmental costs
into a full life cycle cost analysis (e.g., related to CO2
emissions). )e RAMS of a slab track was typically greater
than that of a ballasted track, according to the findings [36].
A comparable analysis of life cycle costs was recently offered
as a reasonably inexpensive alternative maintenance strategy
for existing lines. )is research seeks to evaluate the tech-
nology’s potential benefits while also developing a new
maintenance approach for existing ballasted rail beds. A
protocol for the use of the BSB technology, as well as its
relatedmaintenance plan, has been established.)e acquired
results are also submitted to a sensitivity analysis. )e use of
BSS is projected to result in a considerable increase in the
time between minor and major maintenance tasks [37].
Using the binary integer programming (IP) paradigm, a
study has proposed a maintenance schedule optimization
model for various components of a railway track. In general,
grouping and maintaining several track components under
one ownership saves the cost incurred as the track tends to
be occupied. A sensitivity analysis is used to emphasize the
effects of available possession time on the number of nec-
essary possessions as well as the total cost involved [38].

In the same way as the prior integer programmingmodel
[39], a MIP model for routing vehicles with restrictions was
proposed targeting Class-I railroads. Very few or limited
studies have exploredMDMs (Markov decision models), but
one study used MDMs to obtain predicted values as im-
pacted by present scenarios. )e proposed MDMs used the
train wheel’s distinct conditions including their diameter,
renewal distance based on time, and damages based on
conditions. )e study’s estimated Markov transition ma-
trices considered PMs and proposed an optimal strategy for
ideal actions based on wheel conditions/states [40]. Another
study was also based on MDMs and used conditions of the
rails to define an optimal strategy that reduced overall costs.
Rail conditions were assessed by the MDM using height,
weight, MGTs (million gross tons), and damage incidences
of the rails. )e proposed optimum policy was a set of three
PMs for railway managers to decide on the best PMs based
on the state of the rail [41]. MPCs (model predictive con-
trols) were proposed for multilevel decisions on optimum
railway network’s PMs. )e study differentiated sections
using independent stochastic degradations. )ey used a
controller to compute and arrive at long-term section-wise
PMs, thus helping reduce deteriorations and maintenance
costs while ensuring degradations did not cross a defined
threshold. )e study’s Dantzig–Wolfe decompositions op-
timized both continuous and discrete variables for best
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decisions. Short-term schedules for maintenance using a
high-level controller were proposed where maintenance staff
routing was optimized. )e study handled the issue as-
suming it as a routing issue and was found to be resilient,
nonconservative, and scalable in simulations. Maintenances
were scheduled based on average deteriorations and did not
extend upto 6 months as a buffer time was allotted between
average degradations andmaintenance threshold values.)e
maintenance plan for certain sections had raised above
maintenance thresholds and had to be grounded to zero after
6 months. In case of maximum deteriorations, time steps
near maintenance threshold values and this occurs only
during rail breakages. Table 2 lists the inferences obtained
from the statistical maintenance methods. Most of the
statistical methods employed for the maintenance of tracks
have left a leap in the area of renewal cost.

2.3. Maintenance Methods Based on Track Geometry.
Bayesian models are probabilistic models that are thought to
describe the connection between conditionally independent
and dependent variables. Only a few investigations have
been using this technique to evaluate rail track geometry
deterioration over time in order to improve rail track ge-
ometry degradation uncertainty. Inspection historical data
were used to assess uncertainties and were updated after
every inspection. After each update of inspection history,
uncertainties were assessed and degradations were measured
by computing subsequent probabilities [42]. Similarly, the
same approach was used to forecast and track degradations
for guiding maintenance/renewals. )is study used condi-
tional auto regressions on track geometry data for inter-
actions between successive track sections and lines [43]. )e
study simulated multiple correlations in consecutive track
section components including degradation rates using
HBMs (hierarchical Bayesian model). )eir HBM assessed
quality by comparing sensitivities of their generated can-
didate model’s past distributions. Reference [44] used HBMs
to evaluate railway track deteriorations. In addition, the
study illustrates track maintenance histories with renewals
in terms of percentage in the period 2001 to 2009, where the
ratio of renewals shows a rise from 0.34 (2001) to 0.65

(2009). )e authors also recommended MDMs for quan-
titative maintenance and thus prevent deterioration in
Portugal’s railway tracks. PMs/CMs/renewals costs, infra-
structural delays for accommodating maximum allowable
speeds, and unexpected infrastructure delays for temporary
speed limitations were all accounted for alerting according
to international standards. )reshold warning for key
quality indicators of railway tracks that assists in deter-
mining the optimal choice of indicators were studied using
sensitivity analysis, and in addition, penalties were levied on
delay in trains [45]. )e VirMaLab formalism was extended
to provide an assistance tool for rail maintenance in an
automated metro environment for standard steel-wheeled
trains.

)e theory of dynamic Bayesian networks provides an
intriguing framework for addressing this problem since it
allows for the use of probability distributions to characterize
degradation processes as well as stochastic representations of
maintenance agents. It not only simulated the rail degra-
dation and the whole maintenance process but also the
maintenance action decisions. )e software’s indicators
assist in determining the most appropriate maintenance
parameters. Because ametro rail track segment is made up of
n number of elementary rail sections, developing a main-
tenance model for the entire stretch is considered unrealistic.
As a result, the model only represents the elementary rail
sections, which are extrapolated to larger sections based on
reliability indicators. )e VirMaLab model can estimate
track degradation from hour to hour, including the effects of
broken rail during peak hours. According to the VirMaLab
Bayesian network, each condition of the rail is classified as
OK (the rail with null defect), X1 (rail with internal cracks
that are larger than 2mm), X2 (rail with both internal and
surface cracks less than 30mm large), or BR (broken rail).
)e model’s initial block is made up of rail deterioration,
followed by the second block, which is made up of diagnosis
devices. Ultrasound vehicles (USV), walking survey teams
(WT), metro drivers (Drv), and track circuits are the devices
that trigger periodic rail changes based on traffic, peak hours,
and operational stops (TC). TC is thought to be the first to
discover 80% of the broken rail problems. In the case of a
warm season, rail dilation aids in maintaining electric

Figure 2: Common visible track defects [source: Chennai Metro Rail Depot].
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contact with the BR, reducing the capacity of the TC to
identify a fault by 50% [46]. Stochastic models are financial
models that predict the likelihood of obtaining various
outcomes under various limitations using randomly chosen
variables. )ese models are used to characterize the process
of geometrical track deterioration over time. For each ve-
hicle speed category, a statistical analysis is carried out. )e
novel aspect of this study is that the Dagum distribution,
which is commonly used to depict income distributions, is
used to represent the geometrical track degradation process
at the longitudinal level [47]. As part of condition-based
preventative maintenance, a stochastic mathematical model
is being created to optimize and anticipate tamping oper-
ations on ballasted rails. )e model is described as a mixed
0–1 nonlinear program with real technical restrictions such
as longitudinal standard deviation deterioration rate, track
layout, track recovery dependency on its quality at the time
of the repair operation, and preventative maintenance limits.
)is model looks at a 51.2 km long section of railway during
a 10-year period. )e deterioration model was found to be
stochastic in nature, and it displayed the longitudinal
standard deviation decreasing with time. )e rate of deg-
radation of the longitudinal standard deviation was

modelled using Monte Carlo techniques, with three pa-
rameters taken into consideration. Dagum’s probabilistic
distribution blended well with real-world data.)e results of
two simulations, namely stochastic simulation in space and
stochastic simulation in space and time, were compared to
one another. [48] )e suggested condition-based mainte-
nance model could provide optimum schedules in a rea-
sonable amount of time. Only a few other researchers have
focused on establishing an analytical framework that aids in
decision-making. Reference [49] provided an analytical
methodology for determining the best geo-defect repair
options by minimizing anticipated costs including derail-
ments/repairs. )e study’s major contributions were in
integrating three models: track deteriorations of Class II geo-
defects; survival of tracks from derailment risks, and opti-
mization of track repairs under uncertain conditions. )e
proposed models showed a 20% reduction in overall com-
posite costs and the percentage rose when longer track
sections were considered.

Another study that followed this proposal using the same
approach except that their model was an optimization was
based on cost-based formulations and risk-based formula-
tion (RBFs). )ese schemes addressed optimal rectification

Table 2: Inferences of statistical track maintenance methods.

Author
Reference

Evaluation
Scheme

Concentrated
segment Parameters involved Tools employed Research gap

[5] Case study Trackmaintenance Frequency of tamping
operation

Mixed integer programming
model (MILP)

Cost structure/schedule
generation

[6] Case study Trackmaintenance Rail grinding schedule/
rail crack detection

Integer programming model
(ILP)/polyhedral analysis

Maintenance decision-
making process/frequency of

inspections

[24] Case study Track geometry Inspection/
intervention/renewal Petri net formulation Track length/tamping

machine

[25] Real time Trackmaintenance Segments/routine
works/possession cost

TMS strategy/Sensitivity
analysis

Calibration of the PMSP
model

[29] Case study Trackmaintenance
schedule

Maintenance activities/
risk assessment

Modular model architecture/
ILP

Online recovery tool to
determine stochastic delays

[32] Case study Track degradation Rail load, rail type, rail
profile

Adaptive network-based fuzzy
inference system (ANFIS)

model
Gauge value prediction

[33] Case study Trackmaintenance
Time period/track

component
replacement

Integer programming model
(ILP)/Heuristic algorithms

Unexpected interventions/
corrective maintenance

decisions

[36] Case study Trackmaintenance User cost/
environmental cost RAMS/LCCA Database management

[37] Case study Trackmaintenance Ballast type/lab test/
traffic Life cycle approach

Life cycle cost analysis
(LCCA) and life cycle
assessment (LCA)

[38] Case study Trackmaintenance Rail, ballast, sleepers,
and switches

Binary integer programming
(IP) model Limitation of possession time

[39] Real time Trackmaintenance
clustering

Project duration/job
cluster type

Mixed integer mathematical
programming model (MIMP) Randomness of algorithm

[40] Case study Track interactive
rolling sets

Wheel diameter/
mileage

Markov decision process/
MDP toolbox-MATLAB

Markov transition matrix
(MTM)/inspection modes/

precision
[41] Case study Trackmaintenance Rail grinding/renewal Markov decision process Rail curvature
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planning challenges of railways. To improve track rectifi-
cation decisions, existing railroads are presented with de-
cision queries such as how yellow tags slip into red tags, how
unrectified yellow tags slip into the risk of derailment, and
what should be the correct time horizon within which an
activity is prevented from falling into the red tag area [50].
Because track geometry is regarded as a hotspot in any
railway industry, few research have focused on the degra-
dation of track geometry by utilizing the Weibull technique
and regression approaches. Reference [51] presented a
Weibull method for analyzing time distributions for track
geometry to deteriorate to defined states after repair. )e
quality of the track is determined by the rail alignment,
particularly the vertical alignment. Higher wavelengths that
have little bearing on ride quality are filtered out. )e train
engineers use a wavelength filter of around 35m to screen the
track condition. )e standard deviation for a 220-m yard
segment is then determined. In addition to the tamping
action, the quality of the track geometry is assessed. )e
findings of this study demonstrate that traffic speed and the
history of any line’s maintenance have an impact on geo-
metrical degradation. Furthermore, the notion that tamping
affects railway ballast is supported.

Meanwhile, [52] used a logistic regression technique to
add unplanned maintenance requirements for rail track
geometry deterioration. Unplanned maintenance for tracks
based on European Standard EN 13848 was proposed in a
study. )e study considered bridges and switches data from
inspection records and analyzed them statistically. Standard
deviations from longitudinal values and errors in horizontal
alignments were used as main indicators for unplanned
maintenances. )e study also proposed trade-offs between
planned/unplanned maintenances and catering to EN 13848
limitations. Most optimization approaches focused on track
conditions and costs of renewing them. PMs were forecast
using biobjective optimizations where renewals were linked
to track geometry. From the standpoint of infrastructure
management, the challenge was treated as an objective in-
teger optimization problem. )e overall expenditures of
planned repair and renewal activities, as well as the total
number of delays in runtime induced by speed limits, were
both minimalized. )e optimal Pareto frontier was deter-
mined using a simulated annealing approach in a tiny ex-
ample for a basic network [53]. In a railroad track
degradation study, [54] developed a short-range track
condition forecast technique. Its purpose is to inform
railway maintenance managers about the track condition
ahead of time so that track maintenance activities may be
scheduled. Track geometrical exceptions are derived from
track conditions assessed using track geometry vehicles, and
the projected values revealed that they did not offer a
trustworthy condition. Track geometry data from Jiulong-
Beijing train track geometry cars were used for error and
comparability tests.)e improvedmodel is strong enough to
generate trustworthy predictions, according to the analysis
results. Reference [55] suggested a new approach for fore-
casting track geometry defects that is comparable to existing
track records and combined prediction with inspection and
maintenance planning. Broken rail faults are frequently

preceded by visual and ultrasonic cracks. )e recommended
strategy’s underestimation of flaws is controlled by a novel
application of a risk-averse and hybrid prediction approach.

MDM forecasts identified suitable inspection and
maintenance strategies. Moreover, Whittle indices using an
updated transition kerne (multi-bandit formulations) of-
fered optimum dynamic policies to handle limitations. )e
study forecastings were highly accurate and suitable to
forming long-term scheduling rules which could be changed
based on changing conditions. Reference [56] reduced
ballast costs for maintenance/unit traffic by their optimi-
zation of track geometry inspections. )e study considered
inspection and maintenance timings along with incurred
costs for inspections, tampering, and risk of accidents based
on track conditions. )e study’s probabilities were based on
northern Sweden’s track geometry data where passenger and
freight trains were considered. Constructions, operations,
designs, and maintenance account to track geometry deg-
radations. Reference [57] assessed PM limits for Iran’s
railway lines to reduce overall maintenance costs. )e
study’s cost model included PMs, CMs, inspections, and
penalties when CMs limits were exceeded. )e study used
standard deviation values of longitudinal levels for quality of
railway geometry assessments.)e study minimized model’s
uncertainties in maintenances. )e most comparable track
sections were classified using the K-means clustering
method. )ereafter, a linear function was used to indicate
the degradation of rail sections for each cluster. To anticipate
track geometry behavior and calculate the appropriate
maintenance limit that minimizes overall maintenance ex-
penditures, the Monte Carlo approach was utilized.
According to his results, putting in place an adequate
limitation can save overall yearly maintenance expenditures
by 27 to 57%.

Among the previously described track geometry models,
[58] proposed a method for allocating an effective track
geometry maintenance limit that results in the lowest overall
yearly maintenance cost. )e cost model integrated in-
spections, PMs, CMs, and emergency CMs using standard
deviation and outlier values of singular faults on longitudinal
scales to derive quality indicators for PMs and CMs. )e
study used Monte Carlo approach to model track behavior
after maintenance operations, limiting it to certain scenarios
thus minimizing overall maintenance costs. Sensitivity
analysis on inspections and maintenance response times was
used to suggest effective restrictions in railway operations.
However, the study proposed a lower bound optimal value
for operations. Track geometry is evaluated at discrete time
intervals (s) to determine its condition, as previously indi-
cated. Each inspection interval measures the standard de-
viation of the longitudinal level (DLL), and if it exceeds the
action limit AL (DLL AL), the track will be examined for PM
tamping during the first maintenance window (Ttamp). )is
means that PMs will not be performed on the track until the
predetermined PMs period has passed, even if the DLL
between two maintenance cycles is greater than the AL.
Track geometry is evaluated at discrete time intervals (s) to
determine its condition, as previously indicated. )is study
concentrates on the efficient determination of maintenances,
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and catering to isolated faults has been outlined for future
scope. Examining reaction times of regular CMs, track
degradations can be categorized into normal tracks in CMs
or CMs in an emergency. )e categorization can be applied
only when the time taken to react exceeds inspection in-
tervals. In this study, the degradation of track geometry was
modelled using a linear model and the degradation pa-
rameters. )e degradation parameters in the suggested
degradation model are (???? and bs) considered as random
variables.)e difference between the projected value and the
measured value is said to be degradation, where t is the time
in days and tn is the time at the most recent tamping op-
eration. Various parameters encompass degradations
resulting in a change of behavior in track sections. )e AD
(Anderson–Darling) test found suitable distribution where
the likelihood of degradations assisted in estimating dis-
tribution parameters. It can be inferred that linear model
residues get distributed normally in tests. Minitab software
computed mean and variances of degradation model’s errors
[58].

)e increasing trend observed in the track length is
represented in Figure 3 which indicates the critical need to
monitor track geometry. Datasets related to track ge-
ometry cannot be easily obtained since they are not kept in
a repository. Despite the fact that data gathering is un-
common, a few real-time studies have been developed and
carried out using data-driven models, and a few of them
are discussed here. Based on track quality evaluations over
time, [97] developed a data-driven tamping forecast. A
study database comprising asset information completed
maintenance activities and measured data over a 4,400-
km stretch of the Austrian rail network during a 16-year
period has been made public. For planning and antici-
pating tamping operations, the modified standard devi-
ation of vertical track geometry has been found as an
excellent track quality indicator. Further analysis reveals
that a linear regression function is most suited for
characterizing track quality between two tamping activ-
ities and for forecasting track quality in the future with the
highest accuracy. )e linear regression function was used
to create an algorithm that allows for the analysis of track
quality behavior over time for large time series and the
whole network. Based on measurement data gathered
from the field study, a comparable data-driven analytical
approach for prediction of isolated track geometry
problems was created. A new defect-based model was
suggested to determine the deterioration pattern of iso-
lated longitudinal level faults of railway tracks. In the
deterioration route, the suggested model considered the
occurrence of shock events.

)e efficiency of tamping intervention in correcting
longitudinal-level faults was also investigated. )e re-
sults demonstrate that the linear model is considered to
be a good fit for exhibiting the longitudinal-level defect
of the track degradation pattern. In addition, a section-
based model based on binary logistic regression has been
created to forecast the likelihood of isolated faults oc-
curring in segments of railroad systems. As explanatory
variables, the model included standard deviation and

kurtosis of longitudinal levels. )e kurtosis of the lon-
gitudinal level is a statistically significant predictor of
individual track section levelling problems. )e valida-
tion findings show that the proposed binary logistic
regression model can detect the presence of isolated
defects in a track segment with high accuracy [59]. Ta-
ble 3 groups the inferences from the geometry-based
maintenance techniques.

3. IdentificationofReal-TimeConstraints in the
Indian Metro Rail System

PMs are carried out by the maintainers in every Indian
metro, and the values obtained at every section of the rail are
recorded manually in registers which will further be verified
by the section engineers.

)e section engineers are responsible for deciding if
any maintenance is to be performed by their team at the
particular section after obtaining a work permit from the
operation and control center of the railway. )erefore,
there is a time-lapse analyzed here and this, in turn, may
sometimes result in an emergency maintenance re-
quirement. To offer a realistic prediction for track
maintenance restrictions and real-time constraints, the
most modern PMs for railway tracks rely heavily on
inspection and degradation evaluation. To solve these
constraints, recently several algorithms have been in-
troduced which are discussed in the above section. )e
majority of the studies have concentrated on optimal
routes for the maintenance crew, rerouting of vehicles as
per maintenance schedule, clustering track maintenance
jobs, cost for undertaking the early and late maintenance
tasks, corrective maintenance programming model,
considering actual infrastructure condition, minimizing
the maintenance cost while maintaining the tracks at
acceptance fit levels, minimizing the track possession
time, and track degradation models. To the best of our
knowledge, the major constraints encountered along the
maintenance of tracks [Figure 4] are climatic conditions,
lack of automated schedule, equipment availability, la-
bour availability, track restoration time, block time,
availability of parallel department, unskilled outsourced
labor, implementation of additional stretch, budget
constraints (hidden), maintenance tender, rail avail-
ability, train rerouting, trip frequency, material avail-
ability, budget approval time, and material processing
time. )e on-site constraints observed during the pre-
paratory works of this study are as follows: outsourced
technicians and maintainers-technical barrier, lack of
preplanned maintenance activity, lack of systemized
track maintenance schedule incorporating the con-
straints, climatic hindrances to complete the allotted
activity, and lack of integrated (rolling stock, signaling)
track maintenance scheduling

4. Workplan for Future

Track maintenance system of Indian metros is possibly
done during night time as the run time of metro train

10 Advances in Materials Science and Engineering



begins every day on an average at 6 : 00 AM and ends by
9 : 30 PM and therefore the time slot available for pre-
ventive track maintenance is only during night time after

all train sets are back to stabling sheds. )e work time
available for any track maintenance activity is hardly 4
hours. )e maintainers walk along the planned sections

TRACK LENGTH OF OPERATIONAL METRO RAIL SYSTEMS IN INDIA
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Figure 3: Increasing trend of metro rail track length [Source: https://en.wikipedia.org/wiki/Urban_rail_transit_in_India].

Table 3: Inferences of geometrical track maintenance methods.

Author
Reference

Evaluation
Scheme

Concentrated
segment Parameters involved Tools Employed Research Gap

[7] Case study Track
maintenance Track alignment defects Decision support systems Probability prediction of

alert limits

[8] Case study Track
maintenance

Total cost/renewal actions/speed
restrictions Mathematical modelling

Degradation parameters/
different network
configuration

[9] Case study Track
maintenance Track alignment parameters HBM/Monte Carlo

Simulation
Model sensitivity/

correlation of formulation

[10] Case study Track
maintenance Track alignment parameters Markov decision process Permissible speed

restriction

[15] Case study Track
maintenance Track alignment parameters Weibull approach Improvement of TPI

[47] Case study Rail
maintenance Rail parameters VirMaLab/Bayesian

models
Integration of meta-

heuristics

[51] Case study Rail
maintenance

Location/time of defect
occurrence/defect type

Markov decision process/
Whittle indices

Crew assignment for
maintenance operations

[57] Case study Track
maintenance

Rail type length/allowable
speed/ballast type/fastener type/

passenger capacity

Monte Carlo simulation/
K-means clustering

algorithm

Reduction of maintenance
cost

[58] Case study Track
maintenance

Maintenance window/frequency
of inspection

Monte Carlo simulation/
sensitivity analysis

Increase frequency and
response time for

maintenance

[59] Case study Track
maintenance

Track geometry inspection
values

Heuristics/analytical
framework Time optimization

[60] Case study Track quality Track indices/longitudinal level Linear regression analysis Best fit integrated model

[47] Case study Track
maintenance

Longitudinal level, alignment,
gauge, twist, and cross-level. Dagum distribution Fitness of the model for

varying track components

[48] Case study Track
maintenance

Track alignment levels/standard
deviation

Mathematical modelling/
MILP/Monte Carlo

process
Maintenance cost
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of tracks and inspect visually during the nighttime which
is very difficult at times to predict the exact track ge-
ometry measure. Most of the metro rail system has a
parallel line known as a walkway along which the keyman
can walk to inspect the lines in case of any reported issues
observed during daytime. With the increase in track length, this
is considered to be a critical task. In order to reduce the con-
struction space and cost, walkways have not been included in
any further projects.)erefore, in order to avoid a time-lapse
in taking speedy action at the segment which requires
immediate attention, a maintenance management model
is believed to serve the purpose. Usually, the track ge-
ometry values are entered manually and recorded in
separate registers. )e section engineers in turn further
check for the value accuracy and decide upon any need to
directly inspect the particular section that has deviated
from the tolerance/permissible value limits. )ere occurs
a time-lapse for carrying out the maintenance activity, in
case there is a need for immediate attention. Hence, it is
necessary to have a planned scheduling system for al-
lotting the maintenance activity along the track sections
in between the service run during day time. As the Indian
metros are on the verge of expanding their operational
routes with a greater number of depots for stabling, it is
highly necessary to plan the track maintenance activities
systematically. )erefore, from all the previously referred
reviews and methods, it is understood that most of the
studies have been carried out on a real-time basis and the
developed models are deployed into the respective sys-
tems to acquire better results. )rough this work, the
authors of the study have planned to develop a track
maintenance alerting system for the Indian metros by
developing a track cloud which will have a predefined set

of datasets from historical records. )is database acts as a
base layer to identify the difference in parameter
threshold values if they fall beyond the limits. )e de-
veloped system will serve as a decision assistant to the
maintainer who can determine whether the track re-
quires immediate attention or not which will then be
reported systematically to the policymakers.

5. Conclusion

Railway infrastructure is one of a country’s most valuable
assets in terms of passenger and freight transit. )e track is
an essential aspect of the railway system among these
components. As a result, maintenance planning for a
busy railway track is difficult due to increased strain on
increasing operation time, which limits the infrastruc-
ture-accessible time for repair. As a result, track main-
tenance has traditionally been regarded as a series of
processes, with each track component being adminis-
tered independently. Each phase for each major element
of the rail system is evaluated at various levels of
management. )is review work studied the details of
various track maintenance systems in terms of con-
ventional methods, statistical methods, and geometry-
based methods. )e best operating performance of the
track maintenance model with respect to the mainte-
nance policy, maintenance cost, and reliability measures
are reviewed. From every developed model, it can be
inferred that railway track maintenance via ballastless
has given more results than the ballasted track model.
)is review completely provides the methods adopted for
tracking maintenance practices along with their con-
straints. Further, the review has also proposed a
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maintenance model for Indian metro rail for future
endeavors. From every reviewed analysis, it is notable
that time plays a major important role in all systems.
)erefore, in order to avoid a time-lapse in taking speedy
action at the track segment which requires immediate
attention, a new system that integrates the database cloud
is planned to be introduced in future work for the bet-
terment of the Indian Metro Rail System.

Data Availability

)ere are no separate data associated with this article.

Conflicts of Interest

)e authors declare that there are no conflicts of interest in
this study

Acknowledgments

)e authors would like to extend their gratitude to the
maintainers of Kochi Metro Rail Limited (Depot) and
Chennai Metro Rail Limited (Depot) team for providing
their valuable support and guidance.

References

[1] D. Prescott and J. Andrews, “Modelling Maintenance in
Railway Infrastructure Management,” in Proceedings of the
Annual Reliability and Maintainability Symposium, pp. 1–6,
Orlando FL USA, January 2013.

[2] C. Zhang, Y. Gao, L. Yang, Z. Gao, and J. Qi, “Joint opti-
mization of train scheduling and maintenance planning in a
railway network: a heuristic algorithm using Lagrangian re-
laxation,” Transportation Research Part B: Methodological,
vol. 134, pp. 64–92, 2020.

[3] S. A. Kollo, A. Puskas, and G. Kollo, “Ballasted track versus
ballastless track,” Key Engineering Materials, vol. 660,
pp. 219–224, 2015.

[4] T. Liden, “Railway infrastructure maintenance - a survey of
planning problems and conducted research,” Transportation
Research Procedia, vol. 10, pp. 574–583, 2015.

[5] E. Gustavsson, “Scheduling tamping operations on railway
tracks using mixed-integer linear programming,” EURO
Journal on Transportation and Logistics, vol. 4, no. 1,
pp. 97–112, 2015.

[6] E. Gustavsson, M. Patriksson, A. B. Stromberg,
A. Wojciechowski, and M. Onnheim, “Preventive mainte-
nance scheduling of multi-component systems with interval
costs,” Computers & Industrial Engineering, vol. 76,
pp. 390–400, 2014.

[7] M. Wen, R. Li, and K. B. Salling, “Optimization of preventive
condition-based tamping for railway tracks,” European
Journal of Operational Research, vol. 252, no. 2, pp. 455–465,
2016.

[8] C. Stenstrom, P. Norrbin, A. Parida, and U. Kumar, “Pre-
ventive and corrective maintenance–cost comparison and
cost-benefit analysis,” Structure and Infrastructure Engi-
neering, vol. 12, no. 5, pp. 603–617, 2016.

[9] Z. Zhu, Y. Xiang, M. Li, W. Zhu, and K. Schneider, “Pre-
ventive maintenance subject to equipment unavailability,”
IEEE Transactions on Reliability, vol. 68, no. 3, pp. 1009–1020,
2019.

[10] T. P. Carvalho, F. A. Soares, R. Vita, R. D. P. Francisco,
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One of the main sources of dangerous chemicals that are dumped untreated into land and water bodies and have a negative
in�uence on the ecosystem are industrial e�uents. Seaweeds are currently used for treating industrial e�uent e�ectively. �e
technology is at a maturing stage.�is paper reviews the characterization and cultivation of seaweeds for wastewater treatment. In
this present study, di�erent extracts of four seaweeds such as Gracilaria edulis, Sargassum wightii, Turbinaria ornata, and
Kappaphycus alvarezii, from the Mandapam coastal regions were analyzed. �e seaweeds are used to treat the leather industry
e�uents collected from EKM leather processing company, Erode, Tamil Nadu, India. Among all, extracts of Gracilaria edulis
survived at di�erent concentrations of TDS: 15,000, 25000, and 35000mg/l. Out of these di�erent ranges, TDS of about 25000mg/l
seaweed named Gracilaria edulis reduced more amounts of chemicals present in the e�uent like TDS (93.90%), phosphates
(72.71%), nitrate (75.08%), nitrite (76.92%), and turbidity (99.01%) content. Additionally, we produce the quality and strength of
agar gel from the cultivation of Gracilaria edulis by the Nikansui method. Finally, we got the extraction procedure to obtain a
higher yield of about 10.26% and a maximum gel strength of 92.06 g·cm−2 while maintaining the melting point at 78°C.

1. Introduction

Waste is produced by every area of our society, including
consumers, manufacturing, farming, mines, energy, trans-
port, and construction. Pollutants in waste include chem-
icals, process byproducts, and waste materials [1]. When
these contaminants are released in excess of what the eco-
system can absorb, pollution may occur. Industrial wastes
are produced by a variety of industrial processes, and each
production method has a unique impact on the quantity and

severity of the pollution discharged [2]. �e biggest con-
taminant of all industrial wastes is tannery e�uent. �e
leather industry plays a signi¤cant role in the Indian
economy, supplying 2 billion US dollars in exports and 2% of
global trade. Nearly, 2.5 million people are currently in the
leather sector, and the bulk of the leather industries is
classi¤ed as small- and medium-sized businesses [3]. �e
country's enormous animal population is a signi¤cant factor
in the development and expansion of the leather industry.
Nearly, 10% of the world's supply of raw hides and skins, the
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essential raw resources for leather industry, are available in
India. In India, the states of Tamil Nadu, Andhra Pradesh,
Karnataka, Punjab, West Bengal, and Uttar Pradesh are
home to the majority of tanning salons.

+e quantity of chemicals used in tanning processes is
almost in the same range as that in all the regions in India.
Depending on the availability of water, the wash water
volume usage varies, and wash water contains chemicals in
various concentrations in the sectional and composite
wastewater [4, 5]. +e concentration of the pollutants
present in the wastewater also depends on the clean tech-
nology adopted in the tanneries like dusting of salt, recovery
and reuse of chromium, and the quality of the chemicals
used. In Tamil Nadu, it is mandatory for tannery processing,
raw to semifinish (chrome tanning process), to have a
chrome recovery system [6, 7]. Due to scarcity of water, the
quantity of water used for washing is less in Tamil Nadu
when compared with that of other parts of the country. Due
to this, the concentrations of chemical oxygen demand
(COD) and biochemical oxygen demand (BOD) are com-
paratively high in wastewater [8, 9]. However, in the case of
tanneries in Uttar Pradesh, Punjab, and West Bengal, the
volume of water used for washing is high and this results in
dilution of the pollutants [10, 11]. In Andhra Pradesh and
Tamil Nadu, soak and pickle liquor are segregated and
conveyed to solar evaporation pans. However, in other parts
of the country, no segregation of the soak and pickle is done
and they are combined with the remaining sectional streams
[12–14].

Seaweed is the common name for countless species of
marine plants and algae that grow in the ocean as well as in
rivers, lakes, and other bodies of water [15]. Seaweeds are
used for a variety of things, including integrated aquaculture,
fertilizers, animal feed, and nourishment for humans and
animals. Presently, soak effluent is treated by solar evapo-
ration pan. In this process, a coagulant is added to reduce the
odor and turbidity of soak effluent and to increase the
evaporation rate of effluent [16]. To provide a solution, this
study focuses on the treatment of soak effluent by phytor-
emediation technique. +is technique not only treats the
effluent but also uses it to produce useful byproducts like
agar gel by the Nikansui method. In the soak effluent having
basic parameters like TDS, turbidity was found to be in a
high range [17, 18]. For treating this effluent, the conven-
tional methods are suitable but not an economical one. To
overcome this, an ecofriendly method called phytor-
emediation technique (It is a method of “bio remediation”
where different kinds of plants are used to transfer, remove,
and stabilize toxins from the soil and ground water.) is
adopted instead of the phytoaccumulation (+e contami-
nants, along with other nutrients and water, are absorbed by
plant roots during this process) process.

2. Materials and Methods

2.1. Collection of Seaweeds. +e seaweeds (Figure 1 and
Figure 2) were collected from the Mandapam coastal regions
(latitude 9° 16′ 32.56″ N and longitude 79° 07′ 25.03″ E),
India’s southeast coast. A sample of seaweed was manually

collected, and any extraneous materials, sand particles, and
epiphytes were quickly rinsed away with seawater [19]. It was
immediately brought to the laboratory and extensively
cleansed, utilizing normal water to remove the salt from the
sample’s surface while being maintained in an icebox filled
with slush ice [20].

2.2. Collection of the Soak Effluent. +e effluent was collected
from E. K. M. Leather Processing Company at Erode
(Figure 3). Many industries were using normal water in the
soak process, but this industry was using reverse osmosis
(RO) reject wastewater, which has more organic and in-
organic constituents and other trace compounds. +erefore,
the soaking effluent contains more organic and inorganic
constituents [21]. +ese effluents were analyzed the raw and
diluted effluent for physical and chemical characteristics
such as pH, turbidity, BOD, COD, and phosphate by using
APHA (33) methods. Physical and chemical characteristics
of raw soak effluent are pH is 7.0–8.5, turbidity is> 1000
NTU, TDS is 30000–40000mg/L, BOD is 1560mg/L, COD is
3000mg/L, TSS is 9800mg/L, phosphate is 18mg/L, NO3 is
9.80mg/L, and NO2 is 0.08mg/L, and biochemical pa-
rameters are total protein is 1800 μg/l, lipid is 12mg/l, and
carbohydrate is nil.

2.3.AquaCulturingTechnique. Marine or freshwater species
may be raised by aquaculture, sometimes known as “fish
farming,” in the marine or on shore. +e farming technique
employed heavily influences how environmentally friendly
farmed seafood is [22].

2.3.1. Floating Raft Method. Floating rafts for hydroponi-
cally produced plants.+e rafts can be used to improve water
quality by filtering, consuming, or decomposing contami-
nants (such as nutrients, silt, and metals) from the waste-
water [23]. +ey float on a wet pond top.

FRM might be a viable and reasonably affordable engi-
neered the best management practice (BMP) for lowering
wastewater pollution (Figure 4).

2.3.2. Determination of Growth of Seaweeds from the Soak
Effluent. I have chosen 4 types of seaweeds like Gracilaria
edulis, Turbianria ornata, Kappaphycus alwarezii, and Sar-
gassum wightii that were cultivated by the low tide method.
In this method, for 1 liter of the soak effluent, 10 g of
seaweeds was used for each species. Furthermore, aeration is
provided [24]. After a period of 20 days, only the species
called Gracilaria edulis alone has shown growth. It is found
by measuring the final weight of that species [25].

Growth Rate� (Initial weight− Final weight)/(Final
weight).

2.3.3. Determination of Optimum TDS for the Growth of
Gracilaria edulis. An optimum dosage for the growth of
Gracilaria edulis was identified by diluting the soak effluent
with water to make different concentrations like 15,000,
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Figure 2: Red algae.

Figure 3: Collection of the soak effluent from E.K.M. Leather Processing Company.

Figure 4: Floating raft method.

Figure 1: Brown algae.
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25,000, and 35,000mg/l. Finally, that seaweed survived at a
TDS range of 25,000mg/l. +en, the plant was cultivated
using the diluted soak effluent to determine the optimum
TDS for the growth of the plant [26].

2.3.4. Aqua Culture Study for Gracilaria edulis. +is study
was conducted on three different samples (Figure 5).

(1) Tannery soaking effluent of 15,000 TDS
(2) Tannery soaking effluent of 25,000 TDS
(3) Tannery soaking effluent of 35,000 TDS

2.4. Treatment of Wastewater Using Gracilaria edulis

2.4.1. Determination of the Soak Effluent after Treatment at 5
Days Retention Time. An optimum dosage for the growth of
Gracilaria edulis was identified by diluting the soak effluent
with water to make different concentrations of 15,000,
25,000, and 35,000mg/l of TDS. Finally, it was determined
that this plant can survive at 25,000mg/l TDS [27].+en, the
plant was cultivated using the diluted soak effluent to de-
termine the treated soak effluent. +e initial weight of the
seaweeds is tested for its soak effluent parameters for 5 days’
retention time. We take the final weight of seaweeds after 15
days.+ese 25,000mg/lit of TDS of the soak effluent has high
removal efficiency of physical-chemical parameters by using
Gracilaria edulis.

2.4.2. Analysis of the Soak Effluent at 5 Days Retention Time.
+e tannery effluent was collected through the soaking
process and tested for its physical-chemical parameters by
the AHPA method. +en, the cultivation of seaweed is
weighted after 15 days by a weighing machine (Figure 6).

2.5. Removal of BOD and COD from Treated Wastewater.
It was found that the treated soak effluent had high COD and
BOD content. It will be removed by adding a large amount
(2pinch) of coagulant dose like alum and polyelectrolyte [28].

2.6. Production of Agar Gel from Gracilaria edulis. +e best
combinations of alkali/acid and thermal processing were
found to improve the yield and quality of agar from the red
seaweed Gracilaria edulis [29].

2.6.1. Soaking. To study the effect of the soaking period, 20 g
of dried Gracilaria edulis were soaked in 400ml of potable
water. Time units such as 4 h, 8 h, and 12 h were selected
[30].

2.6.2. Acid Pretreatment. To determine the effect of acid
soaking, the seaweeds were soaked in a dilute solution of
HCL/NaOH at a concentration of 0.5N for 1 hr. Presoaked
samples in potable water for 11 h were transferred to a
concentration of NaOH/HCL (0.5N–3.0N) for 1 h in a
water bath at 82°C. To this mixture, 10ml of CaCl2.2H2Owas
added to reduce the loss of agar while processing [31].

2.6.3. Agar Extraction. +e treated plant was washed with
running tap water to remove traces of NaOH/HCL. +e dry
sample of about 20 g was boiled in a 1 liter beaker after adding
400ml of distilled water and maintaining pH in the range of
6.0–6.5 in an autoclave for 2 h. +e hot extract was recovered
after filtration through a muslin cloth. +e residue was re-
extracted with 100ml of hot (80–85°C) distilled water. +e
filtrated samples were maintained at room temperature at
−20°C for 12 h. +e frozen gel was allowed for thawing. Al-
ternatively, change the freezer and thaw the filtrated samples
two times. +e thawed gels were kept in the sun to dry for 3
days. Agar samples after complete drying were weighted ac-
curately to calculate the percentage yield of agar [32].

2.6.4. Agar Gel Strength Measurement. +e agar gel strength
is measured by the FMC gel tester or by the Nickansui
Method [33]

We calculate the gel strength formula according to the
following equation:

G � X
W

200
 , (1)

where G�X gel strength in grams. W�millimetre of water
necessary to break the gel. X�weight of gel in grams.

3. Results and Discussion

3.1.Analysis of SeaWater. +enutrient status of seawater for
the selection of seaweed should be surveyed for basic
physicochemical parameters like TDS, pH, NO2, DO, NO3,
and phosphate by APHA (33) methods. From Table 1, it can
be observed the TDS has a maximum value of 37,000mg/l
and the minimum value was NO2 as 0.06mg/Lit.

3.2. Analysis of the LimeEffluent. +e lime effluent should be
analyzed by the AHPA method. +e lime effluent comes
from the tannery process. It is also one of the tannery ef-
fluents [34]. It was analyzed for the physicochemical pa-
rameters like BOD, COD, TDS, pH, nitrate, nitrite,
phosphate, and hardness of the lime effluent. FromTable 2, it
can be seen that NO2, NO3, and phosphate values fall to less
than 0.01mg/lit. Selection of seaweeds survived at 7.2–8.5 of
pH, 30,000–37,000 of TDS, 0.3–1.74mg/lit of nitrate,
0.17–0.98mg/lit of nitrite, and 0.65–4.23mg/lit of phos-
phate. However, the lime effluent has the minimum amount
of nutrients. +erefore, the seaweeds are not able to survive
in lime effluent. However, the lime effluent should not be
taken for treating purposes because the effluent has nutrients
of less than 0.001mg/lit.

3.3. Analysis of Soak Effluent. +e first nutrient content of
soak effluent was found. +e selection of seaweed should be
based on physicochemical parameters like TDS, pH, NO2,
DO, NO3, and phosphate by APHA (33) methods. +e soak
effluent is from the tannery process [35].

Two water samples, like fresh water and RO rejected
water, are used for the soaking process. Here, we have chosen
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the fresh water only, because the fresh has 33,000mg/lit of
TDS. +e RO rejects wastewaters having 40,000–50,000mg/
lit (Table 3).

3.4. Aqua Culturing Study for Gracilaria edulis

3.4.1. Method for the Growth of Seaweeds from the Soak
Effluent. Gracilaria edulis was cultivated by the low tide
method. In this method, for 1 liter of soak effluent, 10 g of

Table 1: Characteristics of sea water.

S.NO Parameters Range
1 TDS 37,000mg/lit
2 DO 1.2mg/lit
3 pH 7.2–8.5∗
4 Temperature 25°C–35°C
5 NO2 0.06mg/lit
6 NO3 20.0mg/lit
7 Phosphate 4.80mg/lit
∗value on the pH scale.

Figure 5: Growth of Gracilaria edulis constructed in Aquaculture.

Diluted Soak
Effluent at

15,000 TDS

Diluted Soak
Effluent at

25,000 TDS

Raw Soak
Effluent at

35,000 TDS

Figure 6: Initial soak Effluent for treating wastewater by seaweeds.

Table 3: Characteristics of the soak effluent.

S.NO Parameters Range
1 TDS 33800mg/lit
2 pH 7.5∗
3 COD 2960mg/lit
3 Total protein 1800 µg/lit
5 NO2 0.06mg/lit
6 NO3 20.00mg/lit
7 Phosphate 4.80mg/lit
8 Temperature 28°C
∗value on the pH scale.

(1) Treated
Soak Effluent

(2) Diluted
Soak Effluent

(3) Raw
Soak Effluent

Figure 7: Treated soak effluents at 5 days retention time.

Table 2: Characteristic of lime effluent.

S.NO Parameters Range
1 TDS 22,000mg/lit
2 BOD 3000mg/lit
3 COD 11,000mg/lit
4 pH 12–14∗
5 Hardness 2250mg/lit
6 NO2 <0.01mg/lit
7 NO3 <0.01mg/lit
8 Phosphate <0.01mg/lit
∗value on the pH scale.

Journal of Chemistry 5



seaweed was used for each species. Further aeration is
provided. After a period of 20 days, only the species called
Gracilaria edulis showed growth. It is found by measuring
the final weight of that species [5].

Number of plant: 1.
Initial weight of plant: 20 g.
Final weight of plant: 26 g.

3.4.2. Analysis of Soak Effluent Characteristics after
Phytoremediation. During the growth, different parameters
of effluent were analyzed like pH, TDS, turbidity, BOD
(biological oxygen demand), COD (chemical oxygen de-
mand), and TSS (total suspended solids).

In this study, the best removal efficiency and retention
time of 5 days were taken for Gracilaria edulis, such as 5
days [36, 37]. Effluent characteristics was analyzed for
phytoremediated water after the retention time of 5 days
(Figure 7). Plant feed is the soak effluent for growth.
During growth plant parameters and characteristics of
effluent from aquaculture was monitored and analyzed
(Table 4).

3.5. Removal of BOD and COD in the Treated Soak Effluent.
+e effluent should have high COD and BOD content, if it is
not treated. It will be removed by adding a large amount (2
pinch) of coagulant dose like alum and polyelectrolyte
(Table 5).

3.6. Quality of Agar Gel fromGracilaria edulis. +e FMC Gel
tester measures the agar gel. +is method is done by fol-
lowing procedures such as the soaking process, alkali/acid
Pre-treatment process, and agar extraction process (Table 6).
Finally, we find out the agar gel strength [38, 39].

From the above table, the maximum ager gel strength
(95.05 g cm−2) was achieved 11 hours treatment at 78°C and
the minimum ager gel strength (52.36 g·cm-2) was achieved
at 66°C.

4. Conclusion

Results from this study show that soak effluent has a higher
concentration of TDS and odor. Seaweeds like Gracilaria
edulis were found to be effective compared to the other three
species for treating soak effluent. +e maximum removal
efficiency of (physicochemical characteristics) soak effluent
is given with retention time. +e turbidity of treated soak
effluent is reduced to 90.73% in 5 days of retention time.+e
phosphate of treated soak effluent is reduced to 72.71% in 5
days of retention time. +e nitrate of treated soak effluent is
reduced to 76.92% in 5 days of retention time. +e nitrite of
treated soak effluent is reduced to 75.08% in 5 days of re-
tention time. +e TDS of treated soak effluent is reduced to
93.90% in 5 days’ retention time. +e pH of the soak effluent
is reduced to 99.03% in 5 days’ retention time. +en, the
extraction procedure to obtain a higher yield is 10.361% and
the maximum gel strength is 95.05 g·cm−2 while maintaining
the melting point at 78°C.

Table 4: Physical and chemical characteristics of feed and treated effluent—5 days retention time.

S.NO Parameters Feed effluent After treatment Removed from waste water Removal percentage
1 pH 8.30∗ 8.22∗ 0.08∗ —
2 TDS 12150mg/lit 11410mg/lit 740mg/lit 93.90%
3 BOD 845mg/lit 720mg/lit 125mg/lit 85.06%
4 COD 3400mg/lit 2920mg/lit 480mg/lit 85.35%
5 NO2 0.013mg/lit 0.010mg/lit 0.003mg/lit 76.92%
6 NO3 2.878mg/lit 2.161mg/lit 0.717mg/lit 75.08%
7 Phosphate 52.38mg/lit 38.09mg/lit 14.29mg/lit 72.71%
8 Turbidity 0.5NTU 0.3NTU 0.2NTU 90.73%
∗value on the pH scale.

Table 5: Characteristic of BOD and COD.

S.NO Parameters Initial BOD Final BOD
1 BOD 845mg/lit 338mg/lit
2 COD 3400mg/lit 1360mg/lit

Table 6: Quality of agar gel from Gracilaria edulis.

S.NO Treatment Agar yield (%) Gel strength (g.cm−2) Melting point (°C)
1 Control 12.132 52.36 66
2 2 hrs 11.440 68.80 73
3 4 hrs 10.812 69.06 81
4 8 hrs 10.275 82.26 82
5 11 hrs 10.361 95.05 78
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Abstract Sustainability in structural materials is now becoming more and more popular all 
around the world. The easiest ways to make construction more ecologically friendly are to reuse 
natural resources, construction and demolition trash, and solid waste. Industrial waste concrete is 
said to be more socially and economically practical and less durable, stronger, and more 
ecologically friendly than traditional concrete. The development of non-destructive testing 
(NDT) over time has not been thoroughly studied by academics. In order to provide non-
destructive procedures that would allow us to evaluate the compressive strength of concrete 
without causing damage, an experimental investigation was conducted. Concrete prisms (150 mm 
150 mm 150 mm) containing varying amounts of industrial waste (coal bottom ash (CBA) and 
waste glass sludge (WGS)) were cast. With the aid of the data, we were able to establish 
correlations between the concrete's compressive strength and both the Schmidt hammer rebound 
value and the ultrasonic pulse velocities. Microstructural research demonstrated the suitability of 
these industrial wastes as partial cement replacements by demonstrating that adding 10% of CBA 
and WGS enhanced the porosity of concrete examples. Traces of calcium alumino-silicate hydrate 
(C-A-S-H), portlandite, and C-S-H were visible under scanning electron microscopy (SEM), 
indicating the binding properties of CBA and WGS. The polynomial work expectation supported 
the idea of the response surface method (RSM) for cement and industrial waste substitution 
optimisation. When the ANOVA fluctuation was analysed using a p value and a significance level 
of 0.05, the model was statistically significant. According to the study's findings, concrete's 
strength may be greatly increased by using 15% CBA and 10% WGS as cementitious additives 
and cement replacements, respectively. 

Keywords: concrete; industrial waste; mechanical properties; non-destructive testing; ANOVA; 
SEM; CBA; WGS 
 
1 Introduction 

One of the most popular and widely used building materials is concrete. Because of its durability 
and long-term viability in retaining structures like walls and channels, buildings are created 
around it. Cement is one of several ingredients used to make concrete. To give concrete its variety 
of properties, additional admixtures are added to the mix in addition to these basic ingredients. 
Because there is more demand for concrete, there is more need for cement. As a by-product of 
making cement, the following gases are released: CO2, nitrogen, and sulphur dioxide. The bulk 
of greenhouse gases that warm the globe, CO2, makes up 76% of the total [1]. In order to minimise 
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the amount of cement used in concrete, various industrial byproducts are employed as fractional 
replacements. Environmental pollution is rising as a result of multi-waste landfilling [2]. This 
issue may be resolved by the possible use of a variety of waste materials in the building sector 
[3-5], leading to more efficient waste management [6-8]. Due to a rise in cement consumption, 
carbon dioxide gas (CO2) is emitted into the environment. In order to lessen the CO2emissions 
from cement factories, various industrial wastes or by-products are being utilised in concrete as 
a partial replacement for cement. Two of the most typical waste materials in the world are waste 
glass sludge and coal bottom ash. Utilising these waste materials in landfills has detrimental 
impacts on the environment, including elevated soil alkalinity, contaminated ground or surface 
water, and harm to plants and other living things. The use of these waste materials as a cement 
alternative will benefit the environment by lowering CO2emissions as well as the risks associated 
with landfilling [9,10]. With the application of industrial wastes like marble powder and carbon 
black, mechanical qualities, including durability features like water permeability and chloride 
migration, greatly increase [10–12]. Rubberized concrete, an industrial waste, was researched by 
Tayeh et al. [13] in order to enhance the serviceability and durability features [14–17]. 
In this project, waste materials were effectively mixed into concrete, producing substantial 
societal and financial advantages. Coal bottom ash (CBA), sometimes referred to as bottom ash, 
is a byproduct of coal-fired thermal power plants. The aggregate coal fiery debris produced by 
these facilities contains 10–20 percent CBA on a regular basis. When CBA is dumped in a 
landfill, its hazardous components can spread and contaminate groundwater or surface water, 
endangering plants and other living things. CBA has a lot of potential to be used in the building 
industry as a cement replacement material (CRM), according to researchers who started using it 
as a partial substitute for cement. Sulphate, magnesium, calcium, and other minerals are also 
present in CBA in addition to silica, iron, and alumina. To examine the impact and application of 
various nano-sized fillers and binders in concrete, researchers have utilised them as fillers and 
binders [20–22]. 
The chemical makeup of CBA makes it a superior cement alternative. Researchers have 
successfully partially substituted CBA for cement in the past with encouraging results. A by-
product of the glass cutting and finishing procedure used in industry is waste glass sludge (WGS). 
The bulk of WGS is now disposed of in landfills, which is leading to a number of environmental 
issues. The physical properties of the material are influenced by the particle size, surface area, 
and total concentration of Al2O3 and SiO2 in the admixture. Al2O3, SiO2, and large-surface-
area particles are abundant in WGS. In order to enhance the mechanical qualities of concrete, it 
may be rational to substitute WGS for cement. Concrete is put through a range of tests, some of 
which are destructive, some of which are semi-destructive, and some of which are not. 
A concrete construction's quality and long-term performance are the main goals of non-
destructive testing (NDT). Since non-destructive testing (NDT) does not affect the structure's 
look, quality, or performance, many nations have adopted it. Ultrasonic pulse velocity (UPV) is 
a non-destructive test that is frequently used to assess structural problems. This method's 
foundation is the propagation of pulses at a particular frequency through concrete. The amount 
of time the pulse needs to pass through a certain substance is noted. Once the gap and duration 
are shown, it is feasible to calculate the typical pulse speed, which can vary depending on a 
number of factors, including the material's properties and the volume of water in the sample. 
Concrete homogeneous and non-uniform zone identification is frequently accomplished using an 
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ultrasonic wave propagation variance research. 
Concrete faults can also be found using this technique. The properties of concrete can be 
continually monitored throughout its usable life thanks to the UPV technique. The rebound 
hammer test is one of the non-destructive testing techniques. The hammer mass strikes the 
concrete when the tester's plunger retracts up against a spring, which is mechanically released 
when it is fully tensioned. Members and tangible characteristics (such mixture type, binder 
content, and binder type) all have an impact. 
There are various studies on the connection between the quantity of rebounders and the 
compressive strength of concrete. Contrarily, industrial trash and concrete exhibit unity since 
there is no obvious connection between the two. The use of non-destructive testing (NDT) 
methods for concrete structures has a number of benefits, according to the investigation's 
findings, including the fact that NDT procedures take less time than destructive testing methods 
and no structural components are damaged during them. There is very little research on how 
destructive testing and NDT interact with concrete that contains waste materials. The current 
study focuses on NDT techniques, as well as how these correlations relate to the characteristics 
of concrete when combined with industrial waste. To investigate the relationships between 
compressive strength, rebound number, and ultrasonic pulse velocity, various ratios of industrial 
waste were utilised. This work offers a novel approach to the issue of NDT-based concrete quality 
estimation. Additionally, the response surface method (RSM) for optimisation is utilised to 
forecast the qualities of the concrete. The findings of optimisation are consistent and match those 
of experiments. Additionally, predictions on the use of CBA and WGS are made using the 
investigated approach to show its utility. 
 

Research Significance 
In contrast to other studies, ours advances the field by employing the RSM approach to examine 
various outcomes. To use less cement, certain industrial wastes that are harmful to the 
environment, such CBA and WGS, are integrated. Both destructive and non-destructive methods 
are used to analyse test findings. To further investigate the C-S-H, portlandite, and other 
cementitious characteristics of CBA and WGS, a microstructural examination was conducted. 

2. Materials and Methods 

 The tests for determining the physical characteristics of the aggregates and binders to be used, 
the workability of the fresh mixes (changing% replacement values), compressive tests, and non-
destructive testing on the hardened mixes (rebound hammer and UPV) are necessary in order to 
perform a series of laboratory tests on a specimen. In preliminary testing, specific gravity and 
density are also taken into account. The casting and testing of prism samples, as well as the 
manufacture of the concrete mix and preparatory material testing, all adhered to the most recent 
ASTM standards.   

2.1. Materials and Mix Proportioning 
 In this experiment, regular Portland cement was utilised. While a coarse aggregate with a 
fineness modulus of 4.3 was included, fine aggregates with a fineness modulus of 2.7 were 
utilised.  To keep the concrete workable, a superplasticizer with a polycarboxylate basis was used. 
Until consistency in the concrete matrix was achieved, concrete components were blended in a 
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rotating pan-type mixer for around 10 minutes at an average speed of 32 rpm. Fresh concrete was 
placed in three fairly equal strata inside a steel prism that measured 150 mm in width, 150 mm in 
length, and 150 mm in height. The concrete was then tightly compacted using a vibrating table. 
According to the advice offered in ACI 211.1, mixing and casting were carried out. The qualities 
of the coarse and fine aggregates were taken into account during the calculation for the concrete 
mix design, and at first a mix percentage of 1: 1.22: 2.7 was chosen. 

The amount predicted from the mix design was far below this restriction since the aggregate was 
ordered in a significant quantity with the factor of safety applied. We wanted to get the material 
from the same batch so that the qualities were constant, therefore we first ordered a bigger 
quantity of it. To perform the slump test (ASTM C 143), a trial mix was created. The experimental 
mix produced a droop more than 150 mm even though the desired slump was between 75 and 
100mm. CBA fume, WGS, cement, water, fine and coarse aggregates, and superplasticizer were 
combined to create concrete. Ordinary Portland cement of grade 43 was used for the testing of 
cement.   

2.2. Mixing and Casting Procedure 
 The amount of WGS in the modified high-volume CBA concrete was calculated using the design 
of experiments (DOE) approach and the Design Expert software. The percentage of CBA varied 
from 0% to 20%, whereas that of WGS varied from 0% to 20%, according to the RSM research. 
Table 3 displays the overall mixture with varying CBA and WGS content levels. Three minutes 
of dry mixing, three minutes of wet mixing, three minutes of adding SP, and at least four minutes 
of final mixing were performed. The features of fresh concrete were then examined. The freshly 
mixed concrete was then poured into a conventional mould that had dimensions of 100 
millimetres in diameter, 200 millimetres in height, and 500 millimetres in width. In order to 
measure compressive strength, a hardened prism was utilised. The hardened prisms were 
validated after an average of 28 and 90 days, with three samples analysed in each case, for each 
combination, with the loading rate set at 3.0 KN/s. As specified by ASTM C293M-10, the 
splitting tensile strength of the specimens was measured after 28 and 90 days of curing. 

2.3. Testing Program 
The slump test was used to evaluate the workability of concrete, whereas just one test on new 
concrete specimens was used to evaluate the mechanical parameters (compressive strength, split 
tensile strength, ultrasonic pulse velocity, and rebound number). According to ASTM C192/C 
192 M-06, these tests were conducted. The samples were cast in addition to regular concrete, 
CBA, and WGS concrete, and the prisms utilised were 150 mm 150 mm 150 mm in size.   

2.4. Response Surface Method 
 A quantitative way for developing mathematical models that display one or more replies within 
a set of input variables is the response surface method (RSM). When determining the effect and 
importance of each input element and the answer, the RSM gives a polynomial connection 
between them. This example may be used to forecast and improve a mixed design's reaction. The 
initial stage in creating a statistical model is gathering experimental data, which is then followed 
by choosing the best model to fit the data. At this stage, the demonstration centres on whether the 
evaluation is sufficient. A quantifiable computer programme called Design Expert v11 comprises 
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test plans, mathematical formulae, factual analysis, and response optimisation. To plan the 
interaction between input components and their influence on the response, the analysis of 
variance (ANOVA) tool is employed. The responses examined in this study (y4) are the 
compressive strengths (y1) of the specimens as measured by the slump test. The controlling 
variables in these reactions are WGS/B (x1) and CBA/B (x2), which stand for the relative 
amounts of fly ash and silica fume. They each account for the total vent gas composition of the 
cement. 

3. Results and Discussion 

 Lab tests on the strength and modulus of elasticity indices of concrete were performed using both 
destructive and non-destructive techniques. It must be demonstrated that NDT and the common 
compressive and modulus of elasticity tests on the same concrete specimens are connected. A 
thorough explanation of the concrete mix was provided in the preceding section. 
 

3.1. Compressive Strength 
 Figure 1 shows concrete with various ages and percentages of waste glass sludge and coal bottom 
ash. Concrete's compressive strength was first measured at 28 and 90 days after control specimens 
were cast. At 28 days and 90 days, the compressive strength was 39.2 MPa and 39.4 MPa, 
respectively. The control specimen was found to have a lower compressive strength than concrete 
specimens with 5% to 10% coal bottom ash and waste glass sludge. The strength of 10% CBA 
concrete was the greatest of any other form of concrete. The solid particle aggregation was 
lessened, increasing the material's compressive strength. One of the potential causes of the better 
compressive outcomes is the Concrete is a heterogonous material, and the micro- and nano-sized 
particles of WGS and CBA improved its porosity structure. This caused the porosity of hardened 
concrete to diminish and the flow ability of new concrete to improve, both of which had a big 
influence on the strength and longevity of concrete. The results of this experiment are consistent 
with those of other investigations, which discovered that adding coal bottom ash to concrete in 
amounts up to 10% increased its compressive strength. As shown in the 2D contour plot, the red 
zone in the plots denotes a portion of concrete that is stronger than the green zone, and vice versa. 
The green region has the lowest compressive strength value, whereas the yellow and red zones 
have the highest compressive strength values. 38 MPa at 10% WGS was the optimal compressive 
strength for concrete mixed with WGS. Because of the skewed look of the contours, the factors 
(% of WGS) do not have a strong interface. The compressive strength rapidly reduces as the WGS 
concentration rises, as seen by the 3D response surface plot. 
How the compressive strength of all concrete mixes varies when they are blended in different 
ways. According to the 2D contour plot the red zone denotes a section of concrete with a higher 
strength, while the green zone denotes a region with a lower strength. The greatest compressive 
strength value is in the red zone, followed by the yellow region, and the minimum compressive 
strength value is in the green zone. The optimal compressive strength for concrete and CBA was 
42.0 MPa at 10% CBA, respectively. The presence of the skewed outlines indicates a poor 
interface between the components (percentage of CBA). The 3D response surface plot in Figure 
3b shows a sharp decline in compressive strength as the WGS concentration rises. 
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3.2. Ultrasonic Pulse Velocity 
We also measured the ultrasonic pulse velocity of concrete treated with various concentrations of 
CBA and WGS using ultrasonic pulse velocity equipment. In the UPV findings at 28 and 90 days 
following the casting of all types of concrete, CBA and WGS may have a negligible impact. The 
addition of coal bottom ash caused a little rise in UPV at 90 days, whereas the addition of 15 
percent CBA and WGS caused a reduction at all ages. One of the main contributors to the 
development of UPV is the porosity of concrete. Due to the decrease in porosity brought on by 
an increase in density, UPV rises as the concrete hardens [10]. The smaller particle sizes of CBA 
and WGS when added to concrete decrease porosity, increasing the UPV of the finished product. 
The UPV drops with a 15% substitution of these components, as illustrated, since the inclusion 
of CBA and WGS lowers the cement concentration, resulting in less CSH gel and less dense 
concrete. The graphs show relationships between the compressive strength and the percentage of 
industrial waste in the concrete. The statistics show a similar pattern in the strength 
improvements. The compressive strength of concrete rises with time, as seen by the linear trends 
in ultrasonic pulse velocity. 
 

3.3. Compressive Strength and Rebound Hammer 
The outcomes of the rebound number. At 28 and 90 days, concrete containing 5-10% CBA and 
WGS had greater rebound values than control concrete. Despite this, when the CBA and WGS 
content was raised by above 10%, the rebound number was discovered to be a little lower than 
that of the reference concrete. This phenomenon can explain the cementitious impact of additional 
fillers since the surface hardness of concrete grows with age and the amount of industrial waste 
in concrete rises. According to the CBA and WGS percentages, this type of concrete has a 
relatively modest amount of cement, which reduces the surface hardness by 15-20%.  
The statistics show a similar pattern in the strength improvements. The graph shows that the 
rebound number grows together with the compressive strength of concrete as it ages. 
The rebound number findings at 28 and 90 days. Control concrete rebounded less than concrete 
adding 5-10% CBA and WGS. The rebound value was lower than that of the reference concrete 
when the CBA and WGS content was above 10%. The explanation for this phenomena is that the 
surface hardness of concrete rises with age and as the amount of industrial waste grows. The 
surface hardness of this kind of concrete was reduced by 15–25%, according to results from CBA 
and WGS. The figures below show the rebound and compressive strength of concrete with various 
quantities of industrial waste. The research shows that there is a regular pattern in the strength 
improvements. The graph shows that as concrete ages, both its compressive strength and rebound 
number increase. Following correlations were also proposed by the multiple regression analysis 
for concrete strengths between 20 MPa and 46 MPa. 
 
3.4. Anova Analysis 
On concrete strength, the effects of three independent factors, including a combination of 10% 
CR (B), 15% SF, and 10% FA, were examined (A). The model's compressive strength for CBA 
and WGS at 42.1 MPa and 38.0 MPa, respectively, had a F value of 13.05. A high F value 
indicates the model's applicability and usefulness. The figures demonstrate the importance of 
each model. Noise has a 0.01 percent chance of affecting the model's F value. Models with p 
values under 0.05 are regarded as necessary. To show that the model is reliable, its coefficient of 
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determination, also known as R-squared (R2), should be close to 0.88. The difference between 
the corrected R2and the anticipated R2is less than 0.2. This shows that there is some consistency 
between the modified R2  and the anticipated R2. For optimal (Adeq) accuracy, the signal-to-noise 
ratio measurement is also a prerequisite. All models are capable of navigating the design area. 
Plotting the residual normal plot as a straight line might be used as a method to evaluate the 
model. As a result, the projected value will yield more accurate results than anticipated if all 
points are nearly parallel to the normal line. the model's accuracy and your ability to choose the 
right extraction. 
 
3.5. Optimization and Experimental Validation 

Response surface methodology (RSM) was used to predict how the interaction of two factors—
silica fume and rubber particles—affected the mechanical strength. The final model, was 
produced after 13 other mixture designs were created based on the first RSM mixture design and 
successfully fed into the RSM to test their efficacy. This was done after all of the data from the 
initial mixture had been successfully obtained. The comparison results show a minor discrepancy 
between the experiment and RSM findings, however this is still acceptable. The desired value is 
0.592, which means that 42.1 MPa and 38.0 MPa compressive strengths may be attained with 
10% CBA and 10% WGS, respectively. 

 

4. Microstructure Analysis by SEM 

4.1. Waste Glass Sludge (WGS) 

 It is possible to discern crushed and angular particles by looking at the WGS SEM. In WGS 
samples, more C-S-H of the gel-type may be detected. Less holes and voids can be seen in WGS 
10% than in calcium silicate hydrate (C-S-H), which also suggests that it has a higher compressive 
strength than other samples because to its favourable pozzolanic properties, as was confirmed 
previously. The C-S-H phase makes the tiny glass flecks easy to observe. A honeycomb structure 
is produced by the combined phase. The amorphous small particles that react with the portlandite 
to speed up the C-S-H production are thought to be the primary cause of the WGS's pozzolanic 
activity. Additionally, the CBA and WGS particles support 

4.2. Coal Bottom Ash (CBA) 

 The SEM images clearly show traces of needle-like ettringite content. Although it is not as 
comprehensive as WGS, the C-S-H may also be seen. Due to its outstanding pozzolanic quality 
and strong compressive strength, CBA 10% exhibits fewer pores and voids. CBA also contains 
calcium alumino-silicate hydrate (C-A-S-H), as was previously demonstrated. C-S-H exhibits the 
portlandite phase, which is also supported by earlier study. The CH that is readily accessible aids 
in the production of additional C-S-H in the concrete, enhancing its strength and density. 

 4.3. Calculation of Porosity by Analysing Particles Using Image J Software 
 The Image J programme may be used to do a porosity investigation [16]. The SEM picture is 
enhanced in the picture J programme for this study, and the image channels are then split for 
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greater visibility and a suitable threshold level is used to discover the particles that need to be 
examined. The report of our analysis of the particles will then show the precise location of the 
pores. The threshold level used to see the particles for analysis. Table 8 displays the particles' 
specifics. CBA and WGS had the lowest porosity at a 10% cement replacement rate. These two 
samples likewise exhibited the greatest compressive strength as a result. Their pozzolanic 
behaviour, which eventually fills the gaps and fissures, may have been the cause of this. 

5. Conclusions and Recommendations 

5.1. Conclusions 

 In the first of the two stages of this experiment, prisms' concrete strength was evaluated using 
destructive and non-destructive techniques. Testing on hammer and ultrasonic pulse velocities 
validated the associations. 
The experimental and analytical debates led to the following results. After 28 days, 10% CBA 
and WGS addition led to the greatest improvement in compressive strength, and this may be 
regarded as the ideal amount of coal bottom ash for normal-strength concrete. The samples were 
evaluated using Design Expert software at all ages, and a similar pattern to that of compressive 
strength was seen. Additionally, RSM was verified to estimate compressive strength at various 
ages; nevertheless, around 15% higher experimental values were noted. In this work, 
relationships between compressive strength and ultrasonic pulse velocity, rebound number and 
compressive strength, and dynamic modulus of elasticity and static modulus of elasticity were 
proposed for all percentages (5%, 10%, 15%, and 20%) of CBA and WGS. The combination of 
pundit and rebound hammer as non-destructive test methods for the evaluation of both young-
age and ageing concrete produced more favourable results than either technique alone. 
 Additionally, general relationships for concrete with CBA and WGS incorporation were put out 
for strengths between 20 MPa and 46 MPa. Due to the increased number of variables employed 
to create these associations, it was discovered that the coefficients of determination for these 
relationships were less than 90% (0.85, 0.82). We used a two-way ANOVA with a p value less 
than 0.05 as the significance threshold to assess the statistical significance of the prediction 
models. To compare the compressive strength of CBA and WGS concrete, an equation was put 
out. The RSM model and the equations used to determine the compressive strength of CBA and 
WGS concrete were precise. The experimental findings were corroborated by the prediction 
model results, which also showed a little variation. The use of coal bottom ash and waste glass 
sludge as partial substitutes for cement in concrete is strongly advised based on the findings of 
this and previous research because they not only offer improved mechanical properties but also 
provide suitable solutions to achieve sustainable and environmentally friendly processes. 
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Abstract:  The preservation of freshwater resources in arid and semi-arid regions, which is crucial 

for sustainable development, depends heavily on the identification and management of the 

groundwater quality. Local authorities and water resource managers might divide the use of 

resources between agricultural and drinking purposes depending on the quality of the groundwater 

in different places. In the Tabriz aquifer, which is situated in the province of East Azerbaijan, 

northwest Iran, this study seeks to pinpoint regions where water pumping is appropriate for 

harvesting and use for drinking. A groundwater compatibility study was carried out using data from 

39 wells collected between 2003 and 2014, including electrical conductivity (EC), total dissolved 

solids (TDS), chloride (Cl), calcium (Ca), magnesium (Mg), sodium (Na), potassium (K), sulphate 

(SO4), total hardness (TH), bicarbonate (HCO3), pH, carbonate (CO3), and sodium adsorption ratio 

(SAR). Due to their significant significance in determining the quality of water resources for 

irrigation and drinking, the Water Quality Index (WQI) and Irrigation Water Quality (IWQ) 

indexes are used in conjunction with one another. Water was zoned as excellent, good, or bad 

according to the WQI index for drinking water. The research comes to the conclusion that the 

majority of drinking water gathered for urban and rural regions is "excellent water" or "good 

water". 

Keywords: sustainable water harvesting; water quality index (WQI); irrigation water quality 

(IWQ); groundwater quality; hydro informatics; hydrologic cycle; earth system models; hydrology; 

climate change; water resource management; sustainable development 

 1. Introduction 

 There is a severe lack of freshwater resources. The amount of water on earth that is 

appropriate for human consumption is less than 1%. Freshwater resources must be managed and 

safeguarded as a result [1]. One of the key initiatives of local and national governments has been to 

regulate and limit freshwater consumption for agricultural purposes in order to safeguard this 

priceless resource for sustainable development. However, agriculture continues to be a significant 

part of the global economy [2]. The largest consumer of clean water is agriculture, which is also a 

significant factor in the degradation of surface and groundwater assets and quality [2]. In locations 

that are arid and nearly bone dry, groundwater assets are especially important for financial growth 

[3]. The natural, physical, and chemical conditions of the water are considered to represent its 

quality, together with any alterations that may have been brought on by anthropogenic activity [4–

http://materialsciencetech.com/mst/
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7]. The process of handling water from the moment it is first collected until it is kept in a well, 

which is frequently governed by many physicochemical characteristics, has an impact on the 

quality of the groundwater [8]. 

 

 Groundwater resources have been severely depleted and corrupted as a result of population 

increase and excessive groundwater use [9]. Furthermore, it is obvious that the quality of 

agricultural water affects the quality of the soil and, consequently, the yields that are produced. Due 

to population increase, interest in farming regions and the goods produced by these farms has risen 

fast in the most recent century. Additionally, experts have noted that a number of factors, including 

an increase in the number of metropolitan areas, industrialised spaces, poorly managed fields, and 

ecological pollution, have added additional pressure to the production of agricultural goods [10,11]. 

Therefore, a key component, if not the primary purpose, of many agricultural improvement and 

administration designs has been the viably utilisation of both the farmed land and the irrigation 

water. Therefore, it is crucial to assess the quality of groundwater. A typical assessment of 

groundwater quality is simple, but it necessitates a step-by-step procedure taking each element into 

account [12]. As a result, it is inadequate for giving a detailed picture of the quality of the water. In 

order to get water quality information in a configuration that is both efficiently expressible and 

defensible, water quality indexes have been developed [13,14]. The character of a water system 

source is typically determined by its (a) salinity level, (b) danger of penetration or porousness, (c) 

quality of certain toxic ions, (d) harmfulness of trace elements, and (e) numerous other impacts. It 

should be highlighted that various risks or adverse consequences might manifest concurrently, 

making it more challenging to conduct water evaluations [15]. Simsek and Gunduz [15] proposed an 

irrigation water quality (IWQ) list based on the five risk areas mentioned above for harvests to 

characterise the quality of water systems. 

 The IWQ index is an approach that linearly blends the elements of the water system quality that 

adversely impact soil quality and crop yield [16]. Due to its simplicity of use, especially for non-

technical individuals, many analysts have employed this index to meet irrigation water system goals 

in light of various hydrochemical characteristics [17–20]. The selection and presentation of an 

accumulation function led to the creation of the main water quality index (WQI) [21]. The WQI 

index has been used in several research works, including those of Effendi and Wardiatno [22], Chen 

et al. [23], Bodrud-Doza et al. [24], and Fijani, for qualitative zoning of the aquifers for drinking 

purposes as well as for finding the best sites for drinking water wells. A Geographical Information 

System (GIS) is an effective tool for storing, managing, reviewing, and mapping spatial information 

for choices in several locations at once, which aids in addressing pertinent basic concerns. Many 

research, like Narany et al. [18] and Manap et al., have successfully used GIS to show how water 

quality metrics are distributed. Because groundwater in the research region is primarily utilised for 

agricultural as well as for drinking water in rural and urban areas, GIS is essential to maintaining the 

sustainability of the investigated aquifer's quality. Therefore, the following goals were established in 

order to better understand the processes and the state of groundwater quality in the research area: 

1. Identifying areas of aquifer feeding 

2. Determining the WQI in the aquifer 

3. Investigating the alterations in WQI for drinking water through the statistical period 

4. Checking the water quality status in tapping drinking wells and determining suitable locations 

for extracting drinking water 

5. determining the IWQ in the aquifer 

6. Investigating the variations in WQI for agricultural water during the statistical period 

7. Checking water quality status in the agricultural wells and determining appropriate and 

inappropriate locations for extracting agricultural water. 

2. Materials and Methods 

2.1. Water Quality 

 The irrigation water's quality is determined by the kind and quantity of dissolved substances 

present. In general, the quality of irrigation water is assessed using salinity, specific ion toxicity, 

trace element toxicity, and other impacts on delicate crops. 
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In general, crops may experience physiological drought when exposed to high electrical 

conductivity. Typically, waters classified as appropriate irrigation waters have EC values lower than 

700 S/cm. The sodium adsorption ratio (SAR) and salinity are the two frequently occurring variables 

that influence penetration. 

Irrigation water's SAR value is calculated as follows: 

SAR=
[𝑁𝑎+]

√
𝐶𝑎++]+[𝑀𝑔++]

2

                         (1) 

 

 where [Na+], [Ca++], and [Mg++] represent, respectively, the concentrations of sodium, calcium, 

and magnesium ions in water. To assess the potential danger of penetration in the soil, a grouping of 

the EC-SAR paradigm was used [15]. According to reports, when soil is inundated by fluids with a 

high sodium content, a high sodium surface is produced that weakens the soil's structural integrity. 

The soil contracts, and as a result, its pores are damaged and it is dispersed into smaller components. 

The amount of clay in the soil is another crucial factor. Because the soil mud particles disperse when 

the SAR value is high, this has an adverse effect on the soil structure [15]. 

 When the concentration of some ions in water or soil is too high, plants become poisonous, 

including salt, chloride, and boron. Ion concentrations in plants are considered hazardous when they 

are predicted to damage the plant or reduce yield. The level of toxicity varies depending on the type 

of plant and how well ions are absorbed. Crops that are long-lasting and resilient are more 

vulnerable to this form of toxicity than plants that are harvested within a year. If chloride ions build 

up in plants, they can reduce yields since they might come through the water system [2]. Low 

quantities of chloride are extremely beneficial to crops. However, toxicity begins to emerge when 

the concentration levels above 140 mg/L. The burning of leaves or the drying of leaf tissue are 

indications of injury. In contrast to other particles' obvious harmful nature, toxic sodium 

concentrations are subtly bothersome. The scorching of leaves or dead tissues around the exterior 

edges of leaves are typical toxicity manifestations on the plants. Contrarily, the negative 

consequences of poisonous chloride concentration typically begin with the emergence of atypical 

leaf tips. 

 It is a truth that plants and other living things require trace elements in small proportions, but 

larger concentrations of these elements are harmful to both plants and humans. Chromium, 

selenium, and arsenic pose a significant threat to groundwater resources [20]. The use of nitrogen 

fertilisers, farming practises, and other human activities all contribute to an increase in groundwater 

nitrate [2]. pH values are related to the alkalinity of water. 

2.2. Irrigation Groundwater Quality Index (IWQ Index) 

 Simsek and Gunduz as well as Ayers and Westcot were taken into consideration while choosing 

the hydrochemical criteria used to assess the irrigation water quality [15]. Based on how crucial they 

are to the quality of irrigation water, pH and EC have been given minimum and maximum weights 

of 1 and 5, respectively. Furthermore, according to the magnitude of their impacts on irrigation 

water quality, various weights between 1 and 5 were taken into consideration for additional dangers 

that have a variety of effects on sensitive crops. Additionally, the rating scale was changed for every 

parameter [15,20] from 1 indicating a low appropriateness for irrigation to 3 indicating a good 

suitability for irrigation. Equations (2) and (3) were used to produce the proposed IWQ index, which 

evaluates the combined influence of quality characteristics.  

 

Wi=
𝑤

𝑁
∑∑ 𝑅𝑁

𝑖=1 I                                  (2) 

IWQIndex = ∑Wi            (3) 

  
where W is the contribution of each of the five hazards—salinity, infiltration, particular ion 

toxicity, trace element toxicity, and other effects—mentioned above. N is the total number of 

parameters, w is the weight of each hazard, and R is the rating value. 

In order to assess the quality of the aquifer utilised for agricultural water supplies in the 

research zone, four risk groups centred on salinity, infiltration, and permeability, specifically ion 

toxicity and other consequences to sensitive plants, were implemented. 
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 Following the determination of the index value, the three distinct classes listed in Table 1 were 

appropriately examined. Table 1 shows that the IWQ was classified as low if it was lower than 19, 

medium if it was between 19 and 32, and high if it was more than 32. Each parameter's measurement 

coefficients were left unchanged while several rating factors (i.e., 1, 2, and 3) were used to get the 

attributes, resulting in three distinct index values (i.e., 39, 26 and 13). The upper and lower limits for 

each given categorization were determined by taking the average of these values [15]. 

Table 1. The evaluation limits of the IWQ index. 

IWQ Index Suitability of Water for 

Irrigation 

<19 Low 

19–32 Medium 

>32 High 

2.3. Water Quality Index (WQI Index) 

 Horton was the first to use indices to indicate groundwater quality. The Water Quality Index 

(WQI) is one of the many instruments available for displaying data on the nature of water [34]. A 

grading system known as WQI is used to show how different parameters affect the general quality of 

water [35]. It serves as a crucial marker for the assessment and management of groundwater in that 

capacity. WQI is evaluated in light of how suitable the groundwater is for human use. 

For the purposes of determining WQI, three steps are taken. Due to its importance for drinking 

water, the weight (Wi) of each water quality parameter is assessed in the first phase. Equation (4) 

uses the following equation to get the relative weight (Wi): wi 

 

  

 Wi = 
w

∑ 𝑤𝑛
𝑖=1

 (4) 

In the formula above, n is the number of parameters. In the second step, a rating of quality (qi) 

is ascertained for every parameter, and the ratio of its individual standard value is measured based on 

the rules from the WHO: 

 qi = 
Ci × 

100. (5) 

Si 

In the formula above, Ci is the concentration of chemical parameters for water samples which is 

expressed in mg/L, and Si is the WHO’s standard of drinking water for every substance parameter in 

mg/L. In the third step, the WQI is measured as: 

 

 WQI =∑ 𝑊𝑖𝑞𝑖.𝑛
𝑖=1   (6) 

  

 As shown in Table 2, WQI results are typically analysed and then categorised into five 

categories of drinking water: excellent, good, bad, extremely poor, and improper. The weighted 

arithmetic method of determining WQI included twelve parameters. Each characteristic is given a 

weight according on how important it is for drinking, with 5 representing total dissolved solids 

(TDS) and EC, 4 representing SO4 and TH, 3 representing pH, Cl, and Na, and 2 representing K, 

Mg, Ca, CO3, and HCO3. 

Table 2. Water quality classification based on WQI value. 

 

Classification of Drinking Water Quality 

WQI Range Class Type of Water 

below 50 I Excellent water 

50–100 II Good water 

100–200 III Poor water 
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200–300 IV Very poor water 

above 300 V Water unsuitable for 

drinking 

2.4. Study Area 

 The research region is the 791 km2 Tabriz plain aquifer in Iran's East Azerbaijan province 

(Figure 1). Apples, pears, apricots, peaches, cherries, green beans, leeks, spinach, and squash are 

all grown on the majority of the land in the region. The same aquifer also supplies around 40% (50 

million cubic metres) of Tabriz city's (population: 1.7 million) potable water. The average annual 

precipitation of Tabriz is close to 290 mm, which is extremely less when compared to the 800 mm 

global average. The research area may be classified as a semiarid region because of the average 

temperature of 12.5 C and the De Martonne aridity index. The aquifers' water resources come from 

rainfall and flow through streams, while the nearby mountains' groundwater seeps out. The water 

system also recycles industrial and municipal waste waters. In the research region, there are 

typically three different types of harvesting: harvests for supplying urban water, rural water, and 

agricultural water. In the research region, there are 81, 50, and 3884 water harvesting wells for 

agricultural, rural, and urban purposes, respectively. The drinking water wells in Tabriz are buried 

at the point where the aquifer's groundwater enters to provide the highest possible quality of 

drinking water. The average water depth in the region is 21 metres, however it may range from 1.5 

to 186 metres.  

 

 

Figure 1. The geographical position of the study area with sites of sampled wells. 

2.5. Data Collection 

 39 wells from the years 2003 to 2014 were sampled twice, in May and September, for 

electrical conductivity (EC), total dissolved solids (TDS), chloride (Cl), calcium (Ca), magnesium 

(Mg), sodium (Na), potassium (K), sulphate (SO4), total hardness (TH), bicarbonate (HCO3), pH, 

carbonate (CO3), and sodium adsorption ratio (SAR) data (Figure 1). Only two measurements of the 

water quality in the study region were made, one in May when the groundwater level was at its peak 

and the other in September when it was at its lowest. Additionally, the usefulness of the 

aforementioned criteria for irrigation and drinking purposes was taken into consideration. 936 

samples in total were used for the analysis. Table 3 shows brief statistical characteristics of each well 

throughout the time period under consideration. 

Table 3. The statistical properties of the qualitative parameters in Tabriz plain aquifer during 

the period between 2003 to 2014. 

Parameters Unit Min Max Average Standard Devision 
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SO4 (mg/L) 0.08 22.13 4.76 4.52 

Cl (mg/L) 0.20 102.50 15.05 20.47 

HCO3 (mg/L) 0.58 10.97 4.05 2.07 

Co3 (mg/L) 0.00 1.03 0.12 0.19 

pH - 6.35 9.45 7.91 0.58 

EC (µmho/cm) 186.55 11,560.00 2393.27 2406.94 

K (mg/L) 0.00 0.78 0.23 0.16 

Na (mg/L) 0.44 48.25 10.85 12.58 

Mg (mg/L) 0.25 22.60 4.97 4.76 

Ca (mg/L) 0.80 50.00 7.93 9.34 

TH (mg/L) 31.35 3625.00 620.24 682.19 

TDS (mg/L) 111.93 7514.00 1550.23 1563.50 

SAR - 0.40 24.83 3.91 3.89 

3. Results and Discussion 

 Between 2003 and 2014, the WQI index was calculated 24 times, twice in May and once in 

September. The WQI index ranged from 12.14 as the least value to 300.53 as the greatest value. To 

evaluate the general WQI index processes in each of the investigated wells, the regression equation 
between the WQI index and time (t) was obtained (Table 4). 

Table 4. The linear regression equation between the WQI index and time from 2003 to 2014. 

Well Number 
Regression 

Equation 

Correlation 

Coefficient 
Well 

Number 
Regression 

Equation 

Correlation 

Coefficient 

1 WQI = 1.6939t + 

15.355 

0.55 21 WQI =
−
0.2128t + 

28.505 

0.40 

2 WQI = 0.2421t + 

18.094 

0.94 22 WQI =
−
0.3667t + 

24.643 

0.55 

3 WQI =
−
0.2941t + 

49.447 

0.63 23 WQI = 1.0321t + 

44.451 

0.84 

4 WQI =
−
0.0729t + 

19.488 

0.61 24 WQI = 0.1134t + 

17.292 

0.36 

5 WQI = 0.3631t + 

15.272 

0.71 25 WQI =
−
0.9066t + 

171.89 

0.49 

6 WQI = 3.0499t + 

7.8392 

0.82 26 WQI =
−
1.3891t + 

149.53 

0.63 

7 WQI = 3.288t + 

171.85 

0.83 27 WQI =
−
1.5646t + 

97.094 

0.71 

8 WQI = 3.1769t + 

21.563 

0.69 28 WQI =
−
5.2218t + 

210.01 

0.73 

9 WQI =
−
0.7188t + 

77.803 

0.57 29 WQI = 0.0781t + 

45.126 

0.08 

10 WQI = 3.4849t + 

109.04 

0.98 30 WQI =
−
0.3709t + 

64.842 

0.50 

11 WQI =
−
0.0508t + 

19.439 

0.26 31 WQI = 1.149t + 

19.474 

0.93 

12 WQI =
−
0.038t + 

22.085 

0.52 32 WQI =
−
0.3804t + 

53.272 

0.44 

13 WQI = 1.9223t + 

131 

0.74 33 WQI =
−
0.1622t + 

17.845 

0.71 

14 WQI =
−
1.3849t + 

63.949 

0.83 34 WQI = 0.0509t + 

16.505 

0.18 

15 WQI = 1.2416t + 

118.07 

0.62 35 WQI =
−
0.9229t + 

79.56 

0.66 

16 WQI = 0.1337t + 

23.677 

0.47 36 WQI =
−
3.5949t + 

128.41 

0.90 
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17 WQI = 7.9565t + 

208.11 

0.78 37 WQI =
−
0.1744t + 

17.907 

0.37 

18 WQI = 1.1912t + 

51.941 

0.89 38 WQI =
−
0.0247t + 

13.77 

0.10 

19 WQI = 1.7036t + 

66.614 

0.88 39 WQI = 2.015t + 

98.716 

0.96 

20 WQI = 0.1387t + 

28.494 

0.46    

 Table 4 shows that the WQI index value has reduced in 19 wells while showing a rising 

tendency in the remaining wells. Drinking groundwater quality has increased as shown by the WQI 

index procedure, but has worsened as shown by an increasing trend. Out of the 936 samples 

collected from 39 wells between 2003 and 2014, 497 samples were labelled as having "excellent 

water," 217 samples as having "good water," 188 samples as having "poor water," 31 samples as 

having "very poor water," and three samples were labelled as having "unsuitable water for drinking." 

After calculating the size of Thiessen polygons for each of the 39 analysed wells based on the region 

impacted by each well, the average value of the WQI index was established. The average WQI index 

for the study region for the statistical period is shown in Figure 2a. This data shows that the WQI 

index for the region is trending upward. Drinking-quality groundwater has gotten worse over time. 

The average WQI index of the aquifer remains in the "good water" class across the research period, 

despite the deterioration in the quality of drinking groundwater. As a result, the aquifer, which 

provides water to both urban and rural areas, cannot be proved to pose a major and widespread 

danger of unsuitable water quality. 

 

Figure 2. Moderate, and gradual changes in the WQI (a) and IWQ (b) indexes in the entire study 

area. 
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 Figure 3 shows the geographical distributions of the analysed parameters in the research 

region based on sample information from 39 wells. It should be noted that the inverse distance 

weighting (IDW) interpolation technique was used to visualise the distribution numbers. One of the 

widely used interpolation methods for a variety of engineering issues is the IDW (see, for instance, 

[44–46]). Based on neighbouring sites, the IDW makes particular parameter predictions. In 

addition, it was previously noted that there are 81 urban water collecting wells in the research 

region. Figure 2 shows that the groundwater quality was declining as the WQI grew and the IWQ 

fell over the period, which is also consistent with Tables 1 and 2's finding that the groundwater 

quality has a falling tendency. Accordingly, 70 out of 81 wells that feed urban areas with drinking 

water were classed as having "excellent water," while the other wells were given the "good water" 

designation (Figure 3a). Out of 50 rural drinking water wells, 27 were rated as having "excellent 

water," 19 as having "good water," and four as having "poor water." The findings show that urban 

drinking water wells are generally in extremely good condition. Four rural drinking water wells, 

however, are in an inappropriate location, therefore either their locations or the water supply for the 

communities they serve should be altered. In general, it has been discovered that the locations of 

the urban and rural water wells were deliberately picked. It is advised that drinking water be 

sourced from the study range's southern and eastern regions, which are the primary aquifer-feeding 

regions and have extremely good water quality. 
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Figure 3. Geographical distribution of studied parameters in the study area ((a): WQI, (b): 

EC, (c): SAR, (d): infiltration and permability hazard and (e): IWQ). 

 Agricultural water quality index is most affected by salinity, permeability, and infiltration 

hazard weights of 5 and 4, respectively. It should be noted that the weights provided are based on 

WHO guidelines and norms. Figure 3b depicts the geographical distribution of the average electrical 

conductivity as determined from 39 wells. The research area's south and east, which are mostly 

aquifer feeding regions, have the lowest levels of EC, and as one gets closer to the study area's 

centre, the EC values rise (Figure 3b). According to research by Mosaedi et al., the eastern and 

central sections of the Tabriz plain are both low in salinity. More so than in the locations where the 

aquifer is fed, the quality of the subsurface water is less ideal in the centre of the Tabriz plain. 
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 Additionally, 34% (268 km2) of the entire land has an EC between 700 and 3000 (s/cm), 48% 

of the territory has more EC than 3000 (s/cm), and 18% of the region has an EC amount between 

700 and 3000 (s/cm). 

The greatest and lowest average SAR values are 0.69 and 14.96, respectively (Figure 3c). The 

amount of SAR is modest in both the EC and the aquifer feed zone and rises as one gets closer to the 

north and west of the aquifer. 

According to studies, the Tabriz plain's aquifer feeding regions have superior groundwater 

quality than the rest of this plain. 

 

 According to the infiltration and permeability criteria, the research region is deemed 

hazardous (Figure 3d). The negative impacts of each parameter can be offset by increasing EC and 

SAR levels in a location. As a result, the infiltration and permeability dangers in the central, 

northern, and western sections of the research area are minimal due to the high concentrations of 

EC and SAR in these locations. Figure 3d shows that, on average, 4.21 percent of the area (33 

km2) was evaluated as a 1 to 2, while 95.79 percent of the area (758 km2) was ranked as a 2 to 3. 

In actuality, infiltration and permeability problems in this region are not constrained by agricultural 

water. 

 

 In the study, the IWQ index was derived for the 24 observations between May and September 

of 2003 and 2014. The minimum and highest IWQ index values were 21 and 35, respectively. Based 

on the area of Thiessen polygons corresponding to each of the wells, the average area IWQ index 

was derived. Figure 2b displays the IWQ index change trend over time. The IWQ index is 

acceptable over time in terms of climate adaptability for farming in the area, according to this figure. 

A very slight negative IWQ indicator over time demonstrates the viability of the research area's 

groundwater quality for agricultural use. The required actions must be made to terminate the 

downward trend in the IWQ index and subsequently advance to a positive trend in order to retain the 

aquifer's quality. For the whole region, IWQ values range from 25.9 to 34.55 (Figure 3e). The results 

of IWQ in Figure 3e show that roughly 37 percent (296 km2) of the research area's groundwater has 

a high compatibility and the remaining 63 percent (495 km2) has a moderate adaption for 

agricultural uses based on the aforementioned ranges. The findings also indicate that groundwater in 

2227 agricultural wells is somewhat suitable and that groundwater in 1657 agricultural wells is very 

suitable. 

4. Conclusions 

 In order to preserve the freshwater resources in arid and semi-arid areas, which are crucial for 

sustainable development, it is critical to identify and manage the groundwater quality. Local 

legislators and water resource managers can distribute resources for either drinking water or 

agricultural use depending on the quality of the groundwater in different places. In the Tabriz 

aquifer, which is situated in the province of East Azerbaijan, northwest Iran, this study intends to 

pinpoint appropriate sites for water pumping for drinking and agricultural harvest. Indicators were 

employed in this study to assess the quality of groundwater. The WQI and IWQ indices provide 

ideal locations for collecting agricultural and drinking water, respectively. These indices are also 

used to measure the acceptability of water drawn from wells in the research region based on the kind 

of application. The findings demonstrated that the majority of urban and rural water wells were rated 

as having "excellent water" and "good water" consistency. There is no low suitability region in the 

research area's agricultural water compatibility zoning map and the area contains high and medium 

adaptability groundwater. The study area's WQI and IWQ index variations over time reveal a decline 

in the quality of the groundwater for drinking and agricultural, respectively. Limiting natural runoff 

from farms and urban land use can reduce water pollution. 
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